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F o r e w o r d  

The first portion of Dr. Magin' s dissertation research focuses on the impact of demand related 

information on marketing activity. More precisely, Dr. Magin addresses important questions 

such as the degree to which firms equipped with demand-related information (DRI) introduce 

more products, satisfy consumers better, and, most fundamentally, make more money than 

firms without such DRI. This portion of Dr. Magin's dissertation work involves condensing 

the broad extant knowledge pertaining to marketing information and creating new hypotheses, 

empirically testing these hypotheses, and linking results to managerial practice as well as 

linking the findings to research opportunities. 

In addition to this, Dr. Magin's dissertation research entails a more theoretical and 

quantitative portion that addresses the problem of product differentiation. Here, she immerses 

herself into the areas of distance functions, distance measures, and spatial product 

differentiation. This portion of her dissertation is more quantitative and theoretical. 

In the first portion of her dissertation, Dr. Magin augments extant knowledge from 

economics, game theory, decision research, and social psychology into a sizeable set of 

hypotheses. To empirically test these hypotheses, she makes a large effort to collect primary 

data. More precisely, she uses a complex market simulation to conduct experiments through 

the course of three full years. Next, she tests her hypotheses using a variety of conservative 

tests. Her results are very interesting as she finds much support for the linkages she 

hypothesized. 

Most interesting, however, is her overall and general insight: Managers provided with DRI do 

seemingly over-act. More precisely, this means that managerial activity appears to frequently 

go over-board as mangers appear to do too much of a good thing. 

Such managerial conduct entails not only the introduction of seemingly too many products. 

Even more important might be the finding that such over-acting may be especially difficult to 

deal with as a number of the "over-acting-based" products do not seemingly harm a firm as 

these products tend to be profitable. 

Obviously, one over-arching research opportunity emerges in form of a large challenge to 

identify an optimal product mix without managerial over-acting. Furthermore, one might 

investigate the economics of having too many products not as profitable entities but as 



competitive preemptors instead. More generally, Dr. Magin's work should have a significant 

impact on the assessment of marketing productivity. 

The second portion of Dr. Magin's dissertation research deals with spatial product 

differentiation. She develops a creative and even somewhat normative set of requirements 

that measurement instruments in this area of knowledge should satisfy. Next, she evaluates 

several existing distance functions and arrives at an interesting and surprising insight: Several 

commonly accepted distance measurement approaches fail to satisfy generally accepted 

criteria in the area of product differentiation. Additional results of her initial steps in this area 

of knowledge entail several suggestions to develop a measure of (spatial) product 

differentiation. The results have been, at least in part, obtained by her willingness to extend 

her reach into disciplines seemingly unrelated to product differentiation such as botany, 

geostatistics or forestry. 

Overall, Dr. Magin's dissertation shows her ability to produce creative hypotheses, using a 

rather complicated experimental set-up such as one involving a complex simulation to collect 

primary data, test hypotheses using state-of-the-art statistical methodology to arrive at 

interesting insights. Also, the dissertation shows that Dr. Magin can attack research 

opportunities that qualify as being rather quantitative and theoretical. Dr. Magin arrived at 

the aforementioned achievements speedily and reliably. 

Univ.-Prof. Dr. Oliver P. Heil (Ph.D.) 

Chaired Professor of Marketing 
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thankful for Professor Selten's comments throughout the development of this work, which 
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his helpful assistence with the SINTO simulation. Let me point out that it was thanks to an 

exchange with Professor Heil, Professor Selten and Professor Becker that the foundation of 

the experimental part of my work was laid. 

Further, I have derived enormous personal and scientific benefit from my time spent as a 

research scholar at the University of Florida, Gainesville (U.S.A.) from December 2003 to 

June 2004. At this point I would like to thank Professor Bait Weitz who invited me to the 

Marketing Department at the Warrington College of Business Administration at the 

University of Florida. I am indepted to Professor Alan Cooke for his insightful comments 

that helped refine and improve my empirical data analysis. Further, I thank all the other 

faculty members and Ph.D. students for their great hospitality that made the time at the 

University of Florida so special to me. And last but not least, I am grateful to Professor Heil 

for making this research scholarship possible. 

Further, my friends and colleagues at the Johannes Gutenberg-Universitiit deserve a special 

mention: I am indepted to all of them, especially to Dipl.-Kfm. Andreas Waldeck, Frau 

Dorothea Rector and Dr. Ronny Ftirst for their support and the ,,family-like" working 
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E S S A Y  I: M a n a g e r i a l  Ove r -Ac t ing  

Abstract 

The overall impact of marketing activities on firm performance constitutes one of the most 

fundamental questions in our discipline. Naturally, marketing's provision of demand-related 

information (DRI) constitutes a major pillar in this context. Almost "by default" exists the 

presumption that provision and usage of DRI leads to more satisfied consumers, more 

products, and, subsequently, higher profits. Remarkably, very little research has investigated 

the overall effects of DRI. Further, few pieces of research have empirically investigated the 

impact of DRI on competition. 

To explore the effects of DRI, I collect primary, experimental data. The results indicate that 

DRI indeed leads to more products, a higher primary demand and a higher satisfaction of 

customer preferences. Also, firms provided with DRI set prices which correspond less to a 

product's quality. Surprisingly and more importantly, however, I do not find significant 

impacts of DRI on firms' profitability. 

These findings suggest that managers tend to over-act. By over-acting I mean that managers 

pursue too many new product activities that only seemingly amount to new product 

opportunities. Importantly, such over-acting diminishes firm profits and marketing 

productivity. This occurs even though those new products do have a positive profit. 

Furthermore, the often applauded ideal of "segment size one" may turn out to be a myth as 

managers may over-segment and, thus, cause marketing's productivity to decline. The 

relationship between DRI and competition requires a clear definition and measure of 

competition. Comparing several alternative measures of competitive intensity, I find 

ambiguous results regarding the relationship between DRI and competition. Managerial and 

interesting research opportunities conclude this paper. 



1. Introduction 

1.1 Motivation 

Usually managers feel much uncertainty about the precise development of their markets, 

consumer preferences, or how many new products they should introduce. Marketing research 

provides information to reduce such uncertainty. Firms spend high amounts of money on 

market research information (more than $ 6 billion per year in the U.S.l). If the information is 

helpful, it increases the decision maker's probability to identify the true underlying state of  

the world (e.g., Pasa and Shugan 1996) and for example, allows a manager to identify 

consumer preferences and introduce new products that are profitable. In a sense, a decision 

maker should, thus, not be worse off when possessing additional information. 2 Yet, some 

researchers have shown that more information does not necessarily increase decision quality 

or performance (Dennis 1996; Hart and Diamantopoulos 1993). In fact, information can even 

have a negative impact (Glazer et al. 1992). 

Apparently, more information is not per se advantageous. It also involves risks consisting in 

an increased complexity of the decision task (Van Bruggen et al. 2001), reduced salience of 

important information (Dennis 1996) or there might be a distracting effect of the additional 

information (Glazer et al. 1992). Subsequent decision making may result in over-acting. For 

example, over-acting may occur in the form of too much new product development. It seems 

worth noting that such over-acting may occur even if (most of) the new products show a 

positive profit. 

The purpose of this essay is to empirically investigate the impact of demand-related 

information (DRI). More precisely, I ask how the provision of DRI influences the behavior of 

oligopolists and their profits. As has been assessed by Moorman et al. 2005, firm responses 

(as opposed to consumer responses) to information represent an underresearched domain. 

Existing research addresses firm responses to firm-level information revealed primarily to 

customers, e.g., product or service quality information, information provided by consumer 

reports, etc. (Foreman and Shea 1999; Moorman 1998; Moorman et al. 2005; Moorman and 

i See Honomich12005. 
2 Even though strictly competitive situations may result in a negative value of information (Ponssard 1976), the 

decision maker is free not to use the information in such a case. I.e., from the information economics 
perspective information is always a "good thing". That is, the information is defined as an observable signal 
that is correlated to an unobservable state of nature. If the information is "fine" enough, it helps the decision 
maker to infer the underlying the state of nature, i.e., the probability to identify the underlying state of nature 
increases. If the information is not "fine" enough, the decision maker simply ignores it. Thus, a decision maker 
cannot be worse off when possessing additional information according to the information economics 
perspective. 



Slotegraaf 1999). There is very little empirical research on firm and/or market responses to 

information revealed to firms (for exceptions, see Abramson et al. 2005; Glazer et al. 1992; 

Huck et al. 1999; Huck et al. 2000). In this context, there is even less research on impacts of 

demand-related or customer-related information. Further, the laboratory experiments 

conducted in some of the existing research imply only a limited number of decision variables 

- often only one decision variable - and thus suffer from a lack of realism. In contrast to the 

various papers on the impacts of market orientation that often treat information as an implicit 

component but fail to measure it separately, there is little research that investigates explicitly 

the effect of information per se. One exception is provided by Glazer et al. 1992 who 

empirically investigate the impact of different types of information on managerial decisions. 

Interestingly, there is very little research on the aforementioned over-action. However, 

several papers address a form of over-acting, i.e., over-reacting (these will be reviewed in the 

next section). Anecdotal evidence illustrating that managers may have over-acted, e.g., by 

trying to be "too good" to their consumers, exists. For example, Procter&Gamble (P&G) 

offered 52(!) versions of Crest toothpaste. The number of distinct stockkeeping units (SKUs) 

for Crest toothpaste in supermarkets increased from 15 SKUs in 1970 to 45 SKUs in 1999 

(Cristol and Sealey 2000). Upon closer inspection, P&G executives found that such a variety 

may have diluted Crest's overall contribution potential to the company. As a result, the 

number of varieties was cut which prompted Crest's level of profitability to increase 

significantly. In short: Managerial over-acting in the form of to many products reduced 

marketing productivity. 

This essay tries to fill the gap in the literature and empirically investigates the effect of DRI 

on marketing decisions, firm and industry performance and competition. Contrary to previous 

research I do not only investigate main impacts of DRI, but I extend my empirical analysis to 

testing the time-by-DRI interactions, i.e., the time-related effects of DRI. Additionally, this 

essay hopes to ignite a sensitivity on the issue of over-acting. Marketing researchers and 

managers seem to think that "a good thing cannot be bad." However, too much of a good 

thing can, at least, become sub-optimal - which is exactly what over-acting is about. That is, 

over-acting looks good at the marketing surface such as rate of new product introductions, 

exhaustion of consumer preferences, even stimulation of primary demand but appears to fall 

short at the end of the business day, i.e., when the profitability is assessed. 



I try to answer several important questions that arise in the context of investigating the impact 

of DRI and over-acting. First, I analyze whether and how much DRI has the potential to 

increase the exhaustion of customer preferences, enhance (new) product activity and primary 

demand. Next, I inquire whether and in which direction the price-quality correlation of 

products is affected when firms are better informed about demand. Finally, I investigate the 

degree to which DRI may increase firm and industry performance. In my experiment I 

investigate a scenario in which all firms have access to DR/and contrast it against a control / 

base scenario. If no increase in performance, i.e., profitability, can be found, managers may 

indeed over-act causing marketing productivity to decline. 

I collect primary data over fifteen business periods using the dynamic market simulation 

"SINTO Market". The game simulates an oligopolistic market with differentiated products. I 

simulate one scenario where no firm gets any market research information. In a second 

scenario, all firms have access to a market research tool enabling them to estimate future 

demand. 

1.2 Course of analysis 

The remainder of the paper is organized as follows: Section two summarizes the literature on 

information value, market orientation and information processing, impacts of information and 

decision aids, and managerial over-acting. Next, I provide a definition of demand-related 

information (DRI), detail the conceptual framework and develop several hypotheses. The 

fourth section entails a discussion and motivation of the applied methodology, including a 

description of the experimental design and the simulation used, a discussion of measurements, 

data analysis and empirical results. The measurement part comprises an extensive discussion 

of competition and product differentiation measurement. Section five includes the discussion 

of my results, implications for managers and researchers and limitations of the work at hand. 



2. R e l a t e d  l i t e r a t u r e  on i n f o r m a t i o n  a n d  o v e r - a c t i o n  

2.1 Overview 

In the following I review the literature on information value, market orientation, and 

information processing and discuss the literature that links marketing information to other 

marketing variables. Further, I review the little literature related to over-acting. 

A large part of the literature related to the work at hand entails work on the nature and effects 

of (marketing) information. Researchers investigate the nature and effects of such 

information in a variety of contexts. More precisely, studies examine the value of information 

and its determinants employing economic and game theory, analyze the impacts of different 

types of information, and investigate information implicitly as a part of the marketing 

orientation construct. These papers focus on firm performance, new product success, 

examine the impact of information on organizational structure, or explore the issue of  

competitive or consumer access to information. It seems worth pointing out that the studies 

are rarely empirical. 

2.2 The value of information - insights from information economics and decision 

theory 

Economists define information as a phenomenon to reduce uncertainty. Following decision 

theory, the value of information constitutes the maximum amount a decision maker should 

spend on information before making a decision (Lawrence 1987). Since the value of 

information usually depends on the information's content 3, which is only revealed in the 

future (Repo 1989), the computation of its value often amounts to the computation of its 

expected value. "The theory of information economics constitutes the most comprehensive 

normative structure for information evaluation" (Hilton 1981). In the information economics 

discipline information is considered a commodity whose price or value depends on factors 

such as the information's accuracy, consequences resulting from alternative decisions, or the 

question which decision makers have access to the information. 

Hilton's 1981 article offers a crisp overview of the value of information concept. The author 

examines how factors such as the decision maker's risk aversion, the set of decision 

3 More precisely, the value of a piece of information depends on its content and on the question what a person 
would have done without the information. E.g., for someone who goes for a walk without taking an umbrella, 
an information telling him there will be no rain that day will not be of any value. However, if the information 
tells him that it is going to rain, that person would value the information highly because it would have 
prevented him from getting wet. 



alternatives, the function mapping actions and states of nature into consequences, initial 

uncertainty about the states of nature, and the accuracy of the information itself (e.g., the 

"fineness" of information meaning the ability of a signal to identify an underlying state of 

nature) influence the value of information. 

Hilton investigates the existence of monotonic relationships between certain decision and in- 

formation-related factors and the value of information. Using three definitions of information 

value from the information economics literature, the author identifies determinants of the 

value of information and examines the existence of monotonic relationships between these 

determinants and the value of information. The three definitions of the value of information 

entail (1) the utility surplus provided by the information, (2) the buying price someone with- 

out the information would be willing to pay, and (3) the selling price someone who currently 

possesses the information system would charge to give up the information 4. The determinants 

include characteristics of the decision setting (i.e., decision flexibility in terms of possible 

action alternatives, the decision outcomes 5 and the uncertainty about the states of nature), the 

decision maker (i.e., the decision maker's risk aversion), and the information itself. 

The model shows a decision situation consisting of a decision maker with any utility function, 

a set of possible states of nature (continuous or discrete) with a priori probabilities 6 (or an a 

priori density function in the continuous case), a set of actions (i.e., decision alternatives) the 

decision maker can take, an outcome function assigning outcomes to tuples of states and 

actions, and an information tool providing information signals that hint to one or several 

underlying states of nature. 

The underlying assumptions of Hilton's model rest on the definitions of information value: 

Utility surplus U(h): 

U ( h ) =  ~ max ~ u(w(x,s))p(s [ y h ) p ( y h ) - m a x  ~ u(w(x,s))p(s) 
h~Yh x~X eS x~X ~S 

with 

S :Set o f  possible states of  nature s ~ S 

X ." Set o f  actions (alternative decisions) x ~ X 

p(s) : Probability of  state s (discrete probability or continuous density function) 

4 Note that, given a risk neutral decision maker, the three definitions come up with the same resulting value of 
information. 

5 A decision outcome is determined by an outcome function applied to the combination of a state of nature and 
an action taken. 

6 The existence of a priori probabilities corresponds to the Bayesian theorem. It represents a statistical approach 
P ( A ~ B )  P(AIB) 'P(B)  

of combining probabilities of uncertain events: P(B [ A) = ~ = (Zellner 1996). 
p(.4) P(A) 



w(x, s) : Outcome/payoff resulting from action x and state s 

u(.) : Utility function of decision maker 

Yh ." Set of signals Yh ~ Y~ (information). 

Here, the value of information is defined as the expected utility surplus gained from 

information Y compared to the expected utility without information. 

(2) Buying price F(h) : 

max ~ u[w(x,s)- F(h)]p(s [ Yh)P(Yh) = max ~ u(w(x,s))p(s). 
hEYh xEX ES xEX eS 

The buying price of information is defined as the price F(h) at which a person is indifferent 

between not having the information and buying the information. 

(3) Selling price G(h): 

Sy max ~ u(w(x,s))p(s l Y h ) p ( y h )  = m a x  S, u[w(x,s)+ G(h)]p(s). 
hEYh xEX ES xEX eS 

The selling price is the price G(h) at which a person is indifferent between keeping the 

information by herself (i.e., not selling it) and giving up the information. 

A formal analysis of the three definitions leads to the following results: 

For the decision setting characteristics, the author finds no general monotonic relationships 

between 

�9 flexibility and the value of information, 

�9 possible outcomes and the value of information, and 

�9 initial uncertainty about the states of nature and the value of information. 

For the decision maker's risk aversion, the author finds no monotonic relationship between 

the degree of absolute and relative risk aversion and the value of information. 

A "better" information (in terms of its ability to hint as precisely as possible at the underlying 

state of natureT) is monotonically related to a higher value of information. 

7 The idea of "better" information can also be explained in terms of information fineness. A piece of 
information is finer than another piece of information if it partitions the states of nature in finer (more detailed) 
subsets or segments. 



Hilton's paper illustrates the fact that information may be valued differently, depending on 

whether someone is in a buyer's or a seller's position. 8 That is, it can make a difference 

whether someone without the information wants to buy it or if someone in possession of the 

information considers selling it. 

Raju and Roy 2000 offer a paper investigating the determinants of information value. More 

precisely, the authors investigate the impact of firm and market characteristics on the value of 

market information. Much of the paper's motivation is based on the growing importance of 

information in increasingly competitive markets while, at the same time, technological ad- 

vances enhance accessibility and accuracy of the information offered. Raju and Roy 2000 

develop a game-theoretic model for a duopolistic market that contains asymmetric firms 

offering differentiated products. The authors make assumptions about the firms' demand 

functions, the distribution of market size, each firm being able to forecast market size with a 

certain predictive accuracy, and each firm setting its price by maximizing its expected profit 

(given its forecast of market size). Subsequently, a Nash equilibrium solution is derived to 

serve as a basis for further analyses. Starting from expected profits in the Nash equilibrium, 

the authors show how important changes moderate the impact of a (more) accurate forecast on 

equilibrium profits. These important changes include a change in uncertainty about market 

size (measured as a change in variance of market size), a change in product substitutability 

(measured as a change in cross-price elasticity), a change in industry size, a change of relative 

firm size, and a change in the mode of conduct (Bertrand vs. Stackelberg competition). In the 

latter case, the value-based difference between an information improvement in a Bertrand vs. 

Stackelberg competition is derived by computing Stackelberg equilibrium profits and 

comparing them to the Nash profits. 

In the Bertrand-Nash equilibrium, Raju and Roy 2000 show that the expected profit of a finn 

given its forecast depends on the uncertainty about market size (denoted by V), the accuracy 

of the two firms' forecasts (st. and sj), the firms' relative market shares (a), the cross-price 

elasticity (c) and the price elasticities (bl and b2). 

The increase in profits achieved by an improvement in predictive accuracy of a firm's forecast 

is computed by differentiating E [H, N] with respect to si. Next, the authors derive their 

s A somewhat similar phenomenon can be found in prospect theory which postulates that utility functions are 
contingent on reference points (this means that gains and losses are evaluated instead of absolute earnings) and 
that gains from the references point are valued differently than losses from the reference point (Kahneman and 
Tversky 1979). 
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findings by differentiation of aE(1-li N)/t3s i with respect to the variables of interest (e.g., V, c, 

~, a). This analysis leads to the following findings: 

�9 An improvement of forecast accuracy has a greater impact on expected profits when 

uncertainty about market size is higher. 

�9 An improvement of forecast accuracy has a greater impact on expected profits when 

product substitutability is higher. 

�9 An improvement of forecast accuracy has a greater impact on expected profits for a 

firm that is relatively large compared to its competitor. 

�9 An industry's size has no impact on the assessed value of an improvement of forecast 

accuracy. 

�9 An improvement in forecast accuracy has a greater impact on expected profits in a 

Stackelberg competition than in a Bertrand-Nash competition, unless the level of 

forecast precision is very high. 

Iyer and Soberman 2000 derive the value of information (i.e., the value of product 

modification information) in a competitive context. In their paper on the value of product 

modification information, the authors analyze optimal selling strategies from the information 

provider's point of view and investigate how information use affects competition in a 

duopoly. The authors develop a game-theoretic model to examine contracting strategies for a 

monopolistic information provider selling product modification information to two firms 

competing in a downstream product market. Depending on the scope of information the seller 

possesses (one-sided vs. two-sided), two scenarios are designed and an equilibrium 

contracting strategy for each scenario is derived. In the one-sided scenario, the information 

provider possesses only information about one of the two firms. Given the provider sells this 

(one-sided) information to the focal firm, the firm can use the information to modify its 

product in a way to keep hold of its loyal customers. Information used in such a way is called 

"retention information". On the other hand, given the vendor sells one-sided information to 

the other firm, this firm can use the information to modify its product to lure away customers 

from its competitor. In this case, information is called "conquesting information". The 

authors show that in a one-sided information equilibrium, the information provider will sell 

the information exclusively to the firm to whom the information serves as an instrument for 

customer retention. In the two-sided scenario, the vendor possesses information on both 

firms. Hence, each firm can use the information and modify their products to retain 

customers or to lure away customers from its competitor. The authors show that in the two- 
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sided equilibrium, the vendor will sell the same complete package of information to both 

firms. Thus, each firm is in possession of both retention and conquesting information. 

However, knowing that the competitor disposes of the same information, the firms will only 

implement product modifications for customer retention and will not use the conquesting 

information. The authors explain this phenomenon by the "passive power" of information. 

They claim that information has not only a value due to the benefits derived from its use, but 

also from the negative consequences a firm would face were it not in possession of the 

information. 

The model starts with specifying consumer preferences in the duopolistic product market. 

Consumers are assumed to be heterogeneous with respect to their preferences for the two 

products. The consumer surplus (CS) that a consumer with preference x achieves by a 

product modification of firm i is expressed as: 

CS I = R + v i ( x ) -  Pl - xt 

CS 2 = R + v2(x ) -  P2 - ( 1 -  x)t  

x:  position o f  consumer 

R :reservation value for  unmodified product  

Pi : price o f  f i rm i' s product  (i = 1,2) 

t ." travel cost 

v ,(x)  : added value f rom f irm i' s product  modification for  consumer located at x. 

A retention modification of firm i is assumed to have the following functional form: 

v, (x) = fl (1 - x) 

v~(x)=px 
with fl > 0: impact o f  modification. 

Likewise, a conquesting modification of firm i can be expressed as: 

v, (x)= p x 

v 2 (x) = fl (1-  x). 

The two downstream firms are aware of their customers' preference structure. Given the in- 

formation provider's offer, the firms decide whether to accept or refuse the offer by maxi- 

mizing their profits. The two firms are assumed to behave according to a Bertrand-Nash 

competition. 

9 The underlying illustration of the differentiation between the competing products is the following: The two 
products are located at point 0 and point 1 in a one-dimensional market space represented by a straight line of 
unit length. A consumer's ideal point is represented by his location in the market space denoted by x. The 
closer a consumer's ideal point is to 0 (1), the stronger becomes his preference for product 1 (2). 
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The information provider knows the two firms' decision problem and incorporates it in his 

own decision. In the one-sided and the two-sided scenario, the information provider maxi- 

mizes his profits by choosing an optimal contracting strategy. 

Sarvary and Parker 1997 define the value of information as a customer's taste for information 

accuracy. Unlike many other articles (e.g., Hilton 1981; Iyer and Soberman 2000; Raju and 

Roy 2000), Sarvary and Parker allow for competition between the information providers. 

More specifically, the authors model a market with a population of customers and two 

competing information vendors. The customers can choose whether they want to buy 

provider 1 's forecast, provider 2's forecast, both forecasts or no forecast at all. 

The paper's goal is to find out whether competitive structures in information markets (mar- 

kets with firms selling information) differ from markets with traditional goods or services. 

The analysis focuses on competition between two information providers each of them selling 

a forecast to a population of customers. The information offered is characterized by two di- 

mensions: Predictive accuracy (in terms of a low variance) and correlation with the competi- 

tor's forecast. The customers are assumed heterogeneous in their willingness to pay for the 

accuracy of information. They can either buy provider l ' s  forecast, provider 2's forecast, 

both forecasts or no information at all. 

Using a game-theoretic analysis, the authors find that the nature of competition changes with 

changing quality of the information offered: When information products are accurate and cor- 

related, they compete as substitutes, i.e., consumers tend to buy only one firm's forecast in- 

stead of buying two forecasts. In this case, competitive intensity is likely to be strong and 

each information provider would make higher profits if it were a monopolist. In contrast, 

when information products are inaccurate and uncorrelated, they tend to act as complements 

thus making competition less intense. In the latter case, each provider is better off in the du- 

opoly than if it were a monopolist. 

The information of provider i is modeled as a random draw from a normal distribution with 

unknown mean m and known variance cry. The mean m denotes the true value (e.g., true 

business opportunities, market size, optimal marketing strategy etc.) and cr 7 represents the 

accuracy of provider i's information. The forecasts of both vendors are correlated with 

correlation coefficient /9. Given a consumer has provider i's forecast xi, his expectations of 

the true value m will be x,. In contrast to Raju and Roy 2000's work, customers have no 

general expectation of the true value without using any information, so their expectation 

comprises only the forecast instead of being a convex combination of general expectation and 
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forecast. If a consumer has the forecasts of both providers, he combines the information by 

weighting the more accurate forecast more than the less accurate one while accounting for the 

correlation between the forecasts. 

The degree to which a consumer values the information depends on his utility function: 

/9(1 - Z 2) - Pl - P2 /f both forecasts are bought 

U = ] ~  (1 - ~ - p~ otherwise, if  only provider i' s forecast is bought 

with 

0 < 0 < 1 : consumer' s taste parameter 

E2 :joint variance of  both forecasts 

o'~ :variance of  forecast i 

p~ : price of  forecast i. 

For later analyzes, the taste parameter 0 is assumed uniformly distributed within the range 

(0;1). 

Contingent on his utility, a consumer is either going to buy both forecasts, or only one firm's 

forecast, or decides for no forecast. For given forecast variances and correlation, the demand 

for the forecasts is computed by integrating across those consumers who have an incentive to 

buy (determined by their taste parameter 0 ). In equilibrium, the providers choose prices by 

optimizing individual profits. If it exists, an equilibrium for given levels of forecast accuracy 

and correlation between forecasts is characterized by forecast prices, resulting demand for the 

different forecasts bundles, and the information provider's profits. 

The papers by Hilton 1981, Raju and Roy 2000, Iyer and Soberman 2000, and Sarvary and 

Parker 1997 entail different concepts of the value of information. Below I summarize and 

contrast these concepts (see also Table I-1). 

Similarly to Raju and Roy 2000 and Iyer and Soberman 2000 who measure the value of 

information in terms of a profit increase or a profit surplus, Hilton 1981 and Sarvary and 

Parker 1997 measure the value of information in terms of utility. While Raju and Roy and 

Sarvary and Parker address the value of information from the information user's point of view 

(buyer's price), Hilton uses three definitions of the value of information: the utility surplus 

gained from information, the seller's price (i.e., the compensation price someone who has the 

information would charge in order to be willing to give up the information), and the buyer's 

price (i.e., the buyer's willingness to pay for the information). As has been mentioned before, 

the three definitions are equal if the decision maker is risk-neutral. 
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In Iyer and Soberman 2000's paper, the value of information can be assessed from three 

different perspectives: the information seller's perspective, the two information buyers' 

perspective, and the information buyers' customers' perspective. The perspective of the two 

information buyers (the two competing downstream firms) is the most interesting, l~ For the 

two potential information buyers, the value of information is determined by the information's 

content as well as the question if the competing firm has the information or not. The so-called 

"passive power of information" relates to the latter question: The mere possession (and not 

use!) of information can be valuable for a buyer. Although this definition of the value of 

information might appear different from the previous definitions at first glance, a closer look 

reveals that there is actually nothing new about this definition. That is, Hilton's definition 

illustrates that the value of information is always assessed by incorporating the consequences 

resulting from having or not having the information. Hence, it is possible to derive Iyer and 

Soberman 2000's result by using Hilton's definition. All that would have to be done is 

differentiate two cases (one case in which the competing firm has the information and one in 

which it does not have the information). 

Sarvary and Parker 1997 define the value of information as a customer's taste for information 

accuracy. A customer's utility increases with increasing information accuracy, where 

accuracy is defined as (1-information variance) ll. Interestingly and contrary to Hilton 1981, 

Raju and Roy 2000 and Iyer and Soberman 2000, a customer's value of information (i.e., 

information utility) does not depend on consequences resulting from not having the 

information. 

Table I-1: Synopsis: Value of information 

Model 
background 

Hilton (1981) Raju & Roy 
(2000) 

Information Game theory 
economics 

Iyer & Soberman Sarvary & 
(2000) Parker (1997) 

Game theory Game theory 

10 For the information seller, the value of information is given by the price it is able to charge. As information is 
treated like any other product, there is nothing information-specific about this definition. For the consumers 
(i.e., the information buyers' customers), the value of information results from the products offered by the two 
information buyers. This value is directly determined by the product characteristics, and is only indirectly 
related to the information. 

1~ The variance of a forecast is restricted to cr ~ < 1. 
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Information 
provider(s) 

Information 
user(s) 

Content of 
information 

Randomness of 
information 

Information 
modeled 

Buying costs o f  
information 

Information 
production 
costs 

Value of 
information 

Role of 
competition 

Empirical 
validation of 
results 

Dynamics 

Hilton (1981) Raju & Roy 
(200o) 

lyer & Soberman 
(2000) 

Monopolistic 

One decision 
maker 

Not specified 

Random 
(Partition of 
states) 

Exogenous 

Monopolistic / 
integrated 
market research 

2 firms (price 
competition) 

Market size / 
demand 

Random 

Exogenous 

Monopolistic 

2 firms (price 
competition) 

Product 
modification, 
product 
retention 

Deterministic 

Exogenous 

0+ 
(sunk costs) 

Utility surplus 
(U(h)), buyer's 
price (F(h)), 
seller's price 
(G(h)) 

n/a 

Static 

Firm using the 
info: dE[H(.)] / 
as,, impact of a 
more accurate 
forecast on 
expected firm 
profits 

Competitive 
intensity --) 
value of 
information 

Static 

Firm buying the 
information: 
profit surplus 
with info, given 
a specific 
contract offered 

Information --> 
competitive 
intensity 

- / +  
(examples from 
real business) 

Static 

Sarvary & 
Parker (1997) 

Duopolistic 
competition 

Population of 
customers 

Not specified 
(e.g., business 
opportunities) 

Random 

Exogenous 

0+ 
(sensitivity 
analysis) 

Information 
buyer: 
0, consumer's 
taste for 
accuracy of 
information 

Information --) 
competitive 
intensity 

Static 
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In their paper on the value of marketing expertise, Pasa and Shugan 1996 technically equate 

marketing expertise with information. More precisely, the value of marketing expertise is 

measured in terms of the ability to identify the underlying state of nature, which is usually the 

definition of the value of information. However, the difference of both terms consists in their 

interpretation: marketing expertise includes that firms with the same information arrive at 

different strategies because they interpret the information differently, according to their 

respective marketing expertise. Hence, the value of information is considered as a part of the 

value of marketing expertise, whereas marketing expertise determines the interpretation of the 

information. Pasa and Shugan 1996 identify market instability (reflected e.g., by new product 

introductions), market presence, organization size, organization instability, and competition 

(determined by the number of competitors, profits, and market entry) as factors that influence 

the value of marketing expertise. 

In a meta-analysis comprising several approaches of the value of information, Repo 1989 

concludes that those approaches are not overly helpful when it comes to measuring the value 

of information in practice. E.g., the author posits that the traditional economic concepts (like 

Hilton 1981's concept) are of limited practical use because they require knowledge of all 

probabilities of actions, consequences (pay-offs) from those actions, prior probabilities 

without additional information and information on the information system itself. Also, the 

evaluation of information as an uncertainty-reducing tool, while abstracting away from its 

content has been criticized (Glazer 1991). 

2.3 Information in the context of market orientation and information processing 

Since Kohli and Jaworski's seminal paper in 1990, introducing market orientation as a way to 

facilitate the implementation of the marketing concept within organizations (Kohli and 

Jaworski 1990), much attention has been devoted to the construct of market orientation. 

Information constitutes an integral part of the market orientation construct (e.g., Kohli and 

Jaworski 1990; Narver and Slater 1990). The construct's components comprise intelligence 

generation, its dissemination across departments, and organizationwide responsiveness to it. 

Intelligence generation describes the development of a market intelligence which includes not 

only the collection of customer information but also a focus on external factors such as 

competition and regulation. The dissemination of information requires the participation of all 

departments or sub-divisions of an organization. It can consist in spreading information via 
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newsletter or informal interdepartmental meetings. Intelligence responsiveness includes the 

reaction to the collected and disseminated information, for example in the form of selecting 

target markets, designing a product, or reacting to market trends in general (Kohli and 

Jaworski 1990). In a subsequent study, Jaworski and Kohli find that "market orientation of a 

business is an important determinant of its performance, regardless of the market turbulence, 

competitive intensity, or the technological turbulence of the environment in which it operates" 

(Jaworski and Kohli 1993, p. 64). 

Building on Kohli and Jaworski 1990's study of a rather behavior-oriented approach to 

market orientation, Narver and Slater 1990 offer a culture-oriented view 12 and definition of 

market orientation in the same year. Their definition entails that market orientation is 

composed of (1) a customer orientation, (2) a competitor orientation, and (3) an 

interfunctional coordination (Narver and Slater 1990). Customer orientation means complete 

understanding of the target customers to the firm's benefit. This includes customers' present 

and future preferences and needs. Competitor orientation refers to the understanding of 

competitors' present and future long-term and short-term abilities and strategies. However, a 

competitor orientation has also been defined as the pursuing of competitor-related objectives. 

A competitor orientation in the latter sense has been shown to harm a firm's performance 

(Armstrong and Collopy 1996). Interfunctional coordination refers to the existence of a 

network linking the various departments within an organization. This enables all departments 

within an organization to use common resources, e.g., information about customers or 

competitors thus making intra-organizational processes more efficient: "A market orientation 

is valuable because it focuses the organization on (1) continuously collecting information 

about target-customers' needs and competitors' capabilities and (2) using this information to 

create continuously superior customer value" (Slater and Narver 1995, p. 63). 

Research on market orientation is closely related to research on information processing. The 

latter is less concerned with a specific strategic orientation (like a market orientation), but 

focuses on the process of organizational leaming and information flows within organizations, 

e.g., firms. The stream of research on information processing evolves around the idea that a 

main challenge for (especially large) firms consists not only in the acquisition of information, 

but also in its dissemination or transmission, and in its use. Many articles are therefore 

concemed with identifying key determinants of organizational information use to the 

organization's advantage. Important determinants of information processing are 

~2 Narver and Slater 1990's view entails that market orientation is based on a market oriented culture triggering a 
market oriented behavior. 
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organizational culture (e.g., Moorman 1995), individual decision makers' characteristics, e.g., 

prior dispositions (Menon and Varadarajan 1992), intrinsic motivation (Strieter et al. 1999) 

learning inertia (Adams et al. 1998), etc., and reward systems, i.e., extrinsic motivation 

(Strieter et al. 1999). Marinova 2004 investigates the impact of market knowledge diffusion 

within a firm on a firm's performance and innovation effort. She defines market knowledge 

as the ability to correctly identify customer preferences (customer knowledge) and 

competitors (competitor knowledge). She finds that market knowledge has only an effect on 

innovation effort and performance when it is constantly updated and shared among the 

decision makers within a firm. This relationship is stronger for competitor knowledge than 

for customer knowledge. 

One might argue that the work at hand is related to research on market orientation and 

information processing. Market oriented firms are supposed to closely examining DRI (e.g., 

see measurement of customer orientation by Frambach et al. 2003). However, unlike the 

existing work on market orientation (e.g., Atuahene-Gima 1995; Frambach et al. 2003; Kohli 

and Jaworski 1990; Lukas and Ferrell 2000; Narver and Slater 1990; Noble et al. 2002), the 

work at hand does not investigate the effects of certain demand-focused or customer-focused 

strategies or processes within an organization. Instead, I adopt Glazer et al. 1992's approach 

and treat information, i.e., its accessibility, explicitly. 

More precisely, the correlation between information gathering, sharing, and usage thereof, 

suggests that information access drives the processing of market information (Ottum and 

Moore 1997). Thus, I also investigate whether access to DRI affects performance and 

innovation - like it has been shown for market orientation or its components13. 

2.4 Firm responses to information, decision aids, and forecasting tools 

In contrast to the various papers on the impacts of market orientation that often treat 

information as an implicit component but fail to measure it separately, there is little research 

that investigates explicitly the effect of information per se. However, information constitutes 

an important research variable in itself (Glazer 1991). An interesting study on the impact of 

information on marketing and organizational structure is conducted by Glazer 1991. The 

author develops several propositions as to how an increase in the quality and quantity of 

13 Components include customer orientation, competitor orientation, and interfunctional coordination (e.g., 
Narver and Slater 1990). 
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information 14 can change marketing and organizational structure. Glazer points out the need 

for empirical research on this issue. 

Existing research addresses firm responses to firm-level information revealed primarily to 

customers, e.g., product or service quality information, information provided by consumer 

reports, etc. (Foreman and Shea 1999; Moorman 1998; Moorman et al. 2005; Moorman and 

Slotegraaf 1999). There is very little empirical research on firm and/or market responses to 

information revealed to firms (for exceptions, see Abramson et al. 2005; Glazer et al. 1992; 

Huck et al. 1999; Huck et al. 2000). Below I summarize work that addresses the question of 

how firms are influenced by information. In this context, there is only very little research that 

investigates the special type of demand-related or customer-related information. The 

literature review below includes research on decision aids and decision support systems which 

can also be considered as information providing tools. 

Huck et al. 1999 and Huck et al. 2000 conduct a series of computerized experiments in 

quadropolistic markets to investigate the effect of information on competition. They find that 

more information about demand and cost conditions leads to a lower intensity of competition 

whereas information about competitors increases competitive intensity. However, these 

papers may raise concerns about external validity since subjects had a largely truncated 

marketing mix to decide on, i.e., they could only decide on product prices or, alternatively, on 

quantities. Important marketing variables such as product characteristics, quality, or 

advertising remained outside those experiments. 

Using a similar experimental setting, Abramson et al. 2005 investigate the impact of decision 

aids (i.e., profit simulations) and the accessibility of competitor-related information on a 

firm's pricing decisions and profits. The authors use laboratory market experiments 

comprising eight business periods. Subjects have to make pricing decisions while the 

information available to them is manipulated. One information manipulation consists in 

giving firms access to information about competitors' profits. The authors find that firms set 

lower prices and achieve a higher level of decision quality 15 when provided with such 

competitor-related information. However, these effects change when firms are additionally 

given access to a decision aid (see section on decision aids and decision support systems 

below). However, since, like in Huck et al. 1999's and Huck et al. 2000's experiments, 

14 Glazer defines a firm's information intensity as the degree to which the firm's ,,products and operations are 
based on the information collected and processed as part of exchanges along the value-added chain" (Glazer 
1991, p. 5). 

15 In Abramson et al. 2005's paper, decision quality does not necessarily correspond to performance. 
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Abramson et al. 2005's experimental decision variables are restricted to pricing decisions, one 

may have concerns about external validity. Another critical aspect is the fact that in 

Abramson et al. 2005's experimental setting, a firm is represented by one subject only. Thus, 

firm decisions may be highly sensitive to an individual subject's characteristics and abilities. 

Another empirical approach is pursued by Glazer et al. 1992. More precisely, the authors 

examine the impact of information on marketing decisions using simulated market 

experiments (using the MARKSTRAT 16 simulation). The information manipulation 

comprises four different consumer information types, i.e., a consumer survey, a semantic 

scale, a perceptual mapping, and an advertising experiment. The decisions investigated 

include advertising spending, sales force expenditures, R&D expenditures for new and 

existing products, repositioning activities, pricing decisions, and the number of brands 

marketed. In a pretest, the authors identify those decision variables to which the given 

information relates the most and the least (e.g., they find that the information addresses 

strongly the repositioning activity variable due to the perceptual map included). 

The authors discover a phenomenon they call "locally rational decision making". This 

phenomenon entails that firms with access to additional information perform worse, even 

though they use the information correctly. The authors offer an interesting explanation by 

arguing that the information leads managers to focus or even limit their decisions to the 

dimensions addressed by the information provided and, thus, neglect other variables - even 

those most related to performance. Due to Glazer et al. 1992's experimental setting, the 

information manipulation varies during the experiment. That is, the provision of information 

is restricted to some experimental periods. Likewise, the number of firms that are given 

information access is altered between periods. Consequently, Glazer et al. 1992's experiment 

does not allow a long-term investigation of information impacts because neither the duration 

of information access nor the number of firms with information access is stable. 

The empirical work of this essay is somewhat related to Glazer et al. 1992's experiments. 

That is, like Glazer et al., I investigate the impact of information on marketing decisions. 

Besides from differences in the information type and the decision variables investigated, the 

experimental design of the current work differs fi'om the one used by Glazer et al. 1992 in that 

information manipulation in my research is held stable within the experiments. A detailed 

comparison between Glazer et al.'s experimental design and my experimental design is 

provided in Table I-5. 

16 See Larr6ch6 and Gatignon 1977. 
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Another stream of literature related to the work at hand examines the impact of information 

provided by Marketing Decision Support Systems (MDSS 17) or decision aids (Abramson et 

al. 2005; Todd and Benbasat 1992; Wierenga et al. 1999). MDSS and decision aids can 

support decision makers in many ways, e.g., they can do calculations, support the analysis 

and diagnosis of a specific situation, offer suggestions, and help frame the important issues 

and uncertainties associated with a problem (Wierenga et al. 1999). Famous DSS like 

CALLPLAN (Lodish 1971) are optimization tools. The surplus of an MDSS does not consist 

in the gathering of additional new informationlS but in interpreting and evaluating the already 

existing information to support the decision maker in making a good decision (Van Bruggen 

et al. 1998). In this sense, an MDSS can be seen as a transformer of available information 

whose output is intended to aid the decision maker. The effectiveness of using a decision aid 

depends on many factors, e.g., the type of decision maker (intuitive or analytic, risk-averse vs. 

risk-seeking, experienced vs. unexperienced), the structure of the decision problem, the 

characteristics of the decision aid, and the decision environment (Van Bruggen et al. 1996). 

DSS can improve managerial decision quality by preventing managers from using heuristics 

like anchoring and adjustment mechanisms (Van Bruggen et al. 1998). Improving the quality 

(i.e., precision) of a decision support system can enhance objective decision performance 

(measured in terms of market share and profit), although this does not seem to foster 

managers' subjective decision confidence (Van Bruggen et al. 1996). Also, decision aids 

have been found to work best when equally combined with managerial judgment (Blattberg 

and Hoch 1990). 

Abramson et al. 2005 investigate the impacts of a decision aid and competitor-related 

information while also taking into account interactions between both information types. The 

impacts of competitor-related information alone have been detailed above. The authors 

design the experimental decision aid manipulation by providing firms with a profit simulator. 

The profit simulator enables firms to conduct "what if" analyses. The authors find that, when 

all firms have access to a decision aid, firms set lower prices and achieve lower profits. When 

firms' access to the decision aid is differential (i.e., when only a few firms have access to the 

decision aid), profits of those firms are increased. Hence, the decision aid seems to pay only 

17 For a definition see Little 1979. 
~8 The definition of MDSS does not exclude the gathering of new information (Little 1979). Also, managers 

seem to consider an MDSS primarily as a device for obtaining new information and not for the upgrading of 
existing information (Wierenga and Ophuis 1997). However, the problems decision makers are confronted 
with today are not those of a lack of data but they deal with the difficulity to process all the information 
available (Ferguson et al. 2005; Van Bruggen et al. 1998). For that reason, I consider an MDSS as a tool that 
provides insights (or supports decisions) based on already existing information rather than a source of new 
information. 
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if it constitutes a competitive advantage. Also, Abramson et al. 2005 find that there are 

interactions between competitor-related information and the decision aid. When all firms 

have access to both a decision aid and information about competitors' profits, they will end up 

making worse decisions. The decision-improving effect of competitor-related information 

becomes non-significant in the presence of a decision aid. Abramson et al. 2005 argue that 

subjects may have been distracted (Glazer et al. 1992) by the additional information (i.e., by 

the additional decision aid). 

In this essay, I focus on the question how marketing decisions, performance and competition 

are affected by the provision of demand-related information presented in the form of a 

demand forecasting tool. One could argue that this forecasting tool represents some kind of a 

decision support system (DSS). However, it is important to note the differences between DSS 

and the DRI I refer to in this essay. In contrast to the DSS addressed in the aforementioned 

articles, the forecasting tool of the current work contains new, additional information about 

market mechanisms a manager without this tool would not have. Unlike a DSS which 

processes and analyses the relevant information without adding new information 19, the DRI 

addressed in this essay provides access to additional information, i.e., information that could 

have been purchased from a market research company. Second, the information tool provided 

in the work at hand differs from a DSS because it restricts itself to providing demand 

forecasts and allowing "what if" analyses regarding primary demand. It does not support the 

decision maker in interpreting the results like a DSS does (Little 1979). In contrast, DSS are 

supposed to guide and support a manager's decision as a whole 2~ This should include several 

decision aspects, e.g., cost aspects, the financial situation of the company, and, of course, 

demand aspects. 

2.5 Managerial over-action 

As there seems to be a lack of research on over-acting, I turned to a special case of over- 

acting namely over-reacting. Literature on over-reacting includes work by Leeflang and 

Wittink 1996, Naik et al. 2005, Brodie et al. 1996, and Massey and Wu 2005. Leeflang and 

~9 Naturally, the result of a DSS information processing and analysis can be regarded a new piece of information. 
But for the reasons stated above, I maintain that the focus of MDSS lies primarily on the processing and 
interpreting of already existing information. 

20 One example of a decision aid is a profit simulator (Abramson et al. 2005). It supports the decision maker by 
assessing the respective firm profits resulting from different actions. Assuming profits are to be maximized, 
the profit simulator shows the decision maker which action is optimal. 
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Wittink (1996) argue that over-reaction represents one form of erroneous reaction. That is, a 

manager reacts although the reaction is truly unnecessary in the sense that the competitor's 

action was insufficiently effective to warrant a reaction. The second erroneous reaction 

includes that a manager may not react although a competitive action will affect his/her 

consumers' behavior and, thus, his/her bottom line. 

Leeflang and Wittink 1996 argue that a market is in equilibrium when market shares remain 

constant over time. In case a brand's market share is affected by another brand's marketing 

instrument, the reacting manager is usually interested in restoring his own brand's market 

share. Hence, given a brand i initiates a marketing activity using marketing instrument h, then 

it is only necessary for a brand j to react to that move if brand j 's  market share is affected. 

Hence, a competitive reaction of brand j should only occur if 

Omsj ~ 0 
Ouh~ 

with 

msj "market share of brand j 

uhi �9 marketing instrument h of  brand i (h = 1 ..... ki ). 

The total effect of brand i's change in marketing instrument h on brand j is composed of the 

primary impact of brand i's activity on brand j 's  market share, plus the competitive reaction 

effect that instrument h of brand i has on brand j 's  marketing instruments, multiplied by brand 

j' s own market share effect of its marketing instnnnents: 

Oms j r Oms j ~-~ Oms j Ou 0 
2., Ouh, Ouh, t=l Ouo Ouh," 

Thus, if a brand's market share is affected by another brand's marketing activity (i.e., if 

Omsj ~ 0), the market will revert to equilibrium if 
Ouh, 

Omsj r 
= 0  or 

Ouh, 

Omsj = _~_~ Omsj Ou 0 

OUh, ~t:l OUo OUh," 

The above expression can be rewritten as: 

Omsj uh~ = _ ~  Omsj uh, Ou 0 u 0 which is equal to 
Ouh, msj t=l Ouo msj Ouh, u 0 
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Omsj Omsj Ou 0 

k ms j = _  ms j U lj 

OUhi l=10Ulj " Ouhi or 

Uhi Ulj Uhi 

rlmsj,uh ' =-rlmsj,uoPuo,uh, with 

rlmsj,uh, :cross market share elasticity for  brand j with respect to brand i' s instrument h 

rim sj,uo :own market share elasticity for  brand j with respect to instrument l 

puO,uh ' : reaction elasticity for  brand j '  s instrument l with regard to brand i' s instrument h. 

According to Leeflang and Wittink 1996 over-reaction or under-reaction represents an 

inequality between a brand's cross market share elasticity and the product of the brand's own 

market share elasticity and the brand's reaction elasticity regarding another brand. More 

precisely, they define under-reaction of a defending brand j if its (absolute) cross market share 

elasticity exceeds the (absolute) product of own market share elasticity and reaction elasticity. 

Conversely, a brand over-reacts if the (absolute) product of its own market share elasticity 

and its reaction elasticity exceeds its cross market share elasticity. Using weekly scanner data 

from a product category Leeflang and Wittink find that over-reaction occurs more frequently 

than under-reaction. 

Brodie et al. 1996 predict similar results as they try to generalize Leeflang and Wittink's 

1996-findings. 

Using a experimental Markstrat221 setting, Clark and Montgomery 1996 investigate 

competitive reactions and firm performance. The authors compare actual competitive 

reactions with firms' perceptions of those competitive reactions and relate the congruency 

between actual and perceived reactions to performance. They find that firms often 

misperceive competitive reactions (mostly they fail to perceive reactions which can be 

considered a form of under-reaction). Interestingly, the authors find that under-reaction can 

hurt performance, while over-reaction 22 (i.e., perceiving competitive reactions that have not 

taken place) tends to foster performance. Apparently, only under-reaction (and not over- 

reaction) is sub-optimal in Clark and Montgomery 1996's paper. However, both types 

originate from managerial misperception, resulting in an unfounded reaction (over-reaction) 

or a missing reaction (under-reaction). 

21 See Larr6ch6 and Gatignon 1990. 
22 This phenomenon is termed ,,paranoia" by the authors. 
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Recently, over-reaction in the promotional area has been researched by Naik et al. 2005. 

They investigate the case of over-promoting of certain brands. They find over-reaction in the 

form of over-promotions of large brands especially. Massey and Wu 2005 argue that over- 

reactions or under-reactions depend on the nature of a manager's environment. Over-reaction 

is argued to be more likely if the environment is more stable and if the environment is 

composed of rather noisy signals. Similarly to Leeflang and Wittink 1996's work, these 

papers investigate specific forms of over-reacting while the paper at hand takes a broader 

perspective. 

While the term over-reaction (or under-reaction) describes a mostly sub-optimal, overly 

strong if not unnecessary (or overly weak if not missing) reaction to a competitor's action, the 

term over-action as it is used in this essay refers to a form of sub-optimal managerial behavior 

which reduces marketing productivity. Notably, few papers have addressed the issue of over- 

reacting but not the issue of over-acting 23. 

2.6 Information impacts- summary of insights from the literature 

Overall, the literature suggests the following: Insights from decision theory suggest that 

information has performance-increasing benefits (Glazer et al. 1992; Pasa and Shugan 1996). 

Likewise, the processing of information is an integral part of a market orientation, which, in 

turn, is found to be positively related to performance (Deshpand6 and Farley 2004; Jaworski 

and Kohli 1993; Narver and Slater 1990; Rodriguez Cano et al. 2004; Slater and Narver 

1994), new product performance (Atuahene-Gima 1995; Slater and Narver 1994), innovation 

(Sandvik and Sandvik 2003), and to indirectly lead to a higher customer satisfaction 

(Langerak 2001). Notably, a customer orientation which entails the processing of customer- 

related information has been shown to increase new product activity (Frambach et al. 2003) 

and innovation (Lukas and Ferrell 2000) while its effects on performance are seen 

controversial (Dawes 2000; Noble et al. 2002). 

As to the effects of information per se, researchers posit that the use of information increases 

new product success (Ottum and Moore 1997) and the timeliness of new products (Moorman 

1995). However, the extant literature reveals also insights on the negative effects of 

information or market research (Glazer et al. 1992; Hart and Diamantopoulos 1993; Todd and 

23 Gourviile and Soman 2005 address a form of over-acting, namely the sub-optimal managerial decision of 
offering too much variety. Their study shows that a large, ,,nonalignable" product assortment (i.e., product 
variants that vary along multiple, noncompensatory dimensions) can negatively impact consumer choice and 
market share. The authors explain the negative relationship by consumers' cognitive overload and anticipation 
of regret. 
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Benbasat 1992). Information is suggested to make firms more cooperative as opposed to 

competitive (Glazer 1991) and lead to a lower number of brands offered (Glazer et al. 1992). 

While information regarding demand or costs has been observed to lessen competitive 

intensity (Huck et al. 1999), the provision of information about competitors leads to more 

competitive behavior (Abramson et al. 2005; Huck et al. 1999). 

Glazer et al. 1992 demonstrate a negative effect of additional information, which they call 

"local rationality" effect. Using a MARKSTRAT 24 experiment, they show that firms that are 

given additional information tend to perform worse than firms without this information, even 

though they use the information correctly. The reason is that the firms that are given the 

information tend to focus too much on the decision variables addressed by the information 

and thereby neglect those decision variables that are most related to performance. 

Due to a lack of research on over-acting, I refer to the special cases of over-reacting. Over- 

reacting has been shown to be reflective of misperceiving competitors' moves (Clark and 

Montgomery 1996), unnecessarily reacting to a competitor's action (Brodie et al. 1996; 

Leeflang and Wittink 1996), falsely detecting changes in dynamic environments, e.g., changes 

regarding the market, competitors or technology (Massey and Wu 2005), or over-spending on 

promotion (Naik et al. 2005). 

In summary, I maintain that a lack of research prevails on the important link between 

demand-related information and marketing productivity. Interestingly, the demand-related 

information-performance relation points to managerial sub-optimal behavior of over-acting, 

which is underresearched as well. 

The subsequent tables summarize some of the extant literature. 

24 See Larr6ch6 and Gatignon 1977. 
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Table !-4: Summarizing the literature: What do we know about information and its impacts? 

Information 
and business 
performance 

Information 
and new 
product 
S u c c e s s  

�9 Expected utility theory / information economics / decision analysis: 
Information cannot decrease performance when classic assumptions of 
expected utility theory/information economics hold. I.e., if the 
information is accurate and processed correctly (no information overload, 
no capacity constraints on the manager's attention), one cannot lose 
having additional information (e.g., Glazer et al. 1992; Pasa and Shugan 
1996). 

�9 Export-related information enhances small- and medium-size firms' 
export performance (Hart and Tzokas 1999). 

�9 Locally rational decision making (see Glazer et al. 1992): 
In complex decision tasks, individual biases may occur such that 
managers focus too much on the content of the information while 
neglecting the performance-relevant decision variables. Hence, firms do 
not perform better when provided with more information. 

�9 Marketing research activity (including several information types and 
contents) does not increase performance (Hart and Diamantopoulos 1993). 

�9 Public access to decision aids leads to lower firm and industry profits, 
while private access to a decision aid increases the respective firm's 
profits (Abramson et al. 2005). 

�9 Decision aids do not improve decision quality, instead they motivate 
effort conserving strategies (Todd and Benbasat 1992). 

�9 Market orientation (which reflects several information processes) has a 
positive influence on overall business performance (Jaworski and Kohli 
1993; Narver and Slater 1990; Slater and Narver 1994). The impact of 
competitor orientation as a component of market orientation is not clear: 
According to Dawes 2000 a competitor orientation has a stronger 
influence on performance than a customer orientation whereas according 
to Armstrong and Collopy 1996, a competitor orientation leads to lower 
profits. 

�9 The use of information technology, not the investment in technology 
itself, increase financial performance (Devaraj and Kohli 2003). 

�9 The accessibility of information yields a lower number of brands (Glazer 
et al. 1992). 

�9 Market orientation positively impacts new product activity success/new 
product performance (Atuahene-Gima 1995, Slater and Narver 1994). 
This is especially true for information use (Ottum and Moore 1997). 

�9 Information utilization processes, especially the conceptual information 
processes in organizations increase new product performance and 
timeliness of new products (Moorman 1995). 
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Information 
and 
innovation 

Information 
and 
competition 

�9 Customer orientation enhances new-to-the-world innovations and inhibits 
me-too products (Lukas and Ferrell 2000). Customer orientation increases 
engagement in new product activity whereas competitor orientation is 
negatively related to new product activity (Frambach et al. 2003). 

�9 Competitor orientation increases the number of me-too product 
introductions and reduces the launching of new-to-the-world innovations 
and line-extensions (Lukas and Ferrell 2000). 

�9 Market orientation positively impacts new-to-the-market innovations and 
new-to-the-firm innovations (Sandvik and Sandvik 2003). 

�9 Information positively impacts new product activity (Ottum and Moore 
1997). 

m_ Information makes firms more cooperative as opposed to competitive 
(Glazer 1991). 

�9 Information about demand or costs leads to less competitive behavior 
while information about competitors leads to more competitive behavior 
(Huck et al. 1999). 

�9 Decision aids and competitor-related information enhance competition 
(Abramson et al. 2005). 

38 



0 Information impacts-  conceptual framework 

3.1 Defining demand-related information (DRI) 

The objective of this essay is to investigate the impacts of information on managerial 

decisions, marketing productivity, and competition. The focus of this work directs to a 

specific type of information, i.e., information about primary demand or "demand-related 

information" (DRI). Knowledge of expected primary demand plays a decisive role, not only 

for the development of new products. E.g., market research companies are most of the time 

concerned with demand and sales forecasts for their customers' products. The knowledge of 

future demand, sales and, consequently, profits is crucial to a manager's decision to launch or 

give up a new product. Further, decisions regarding current products require an idea of future 

demand for those products. I investigate DRI impacts in a specific experimental setting. The 

way DRI is designed in this setting aims to simulate a most realistic situation of managerial 

information access and decision support. I examine the impacts of an information tool 

providing firms (i.e., decision makers) with demand forecasts. The information's accuracy is 

perfect up to the manager's uncertainty about competitors' future decisions. The fact that the 

accuracy of forecasts depends on the correctness of assumptions reflects the reality of 

forecasters and market researchers. To make assumptions regarding competitors' future 

decisions, firms usually have to rely on past data while also taking into account the present 

situation, e.g., the market development etc. This is exactly what subjects in the subsequent 

experiments have to do. 

Research that relates to DRI includes primarily research on information, decision making, and 

over-acting, but also research on market orientation, information processing, and decision 

aids. Although there may be similarities between DRI and decision support systems (DSS) in 

that both support managerial decision making, it is important to note the differences between 

DSS and DRI. As mentioned earlier, the DR] I refer to in the work at hand represents an 

access to new, additional information about market mechanisms, i.e., the demand function. 

DR] is n o t  an  optimization tool. DR] provides access to additional information, i.e., 

information that could have been purchased from a market research company. As future 

demand forecasts depend on assumptions regarding competitors' decisions, firms with DR] 

access can do "what if" analyses. However, the output of such "what if" analyses is a primary 

demand forecast 27, which does not include an optimization of the DRI using firm's decision. 

27 More precisely, firms can access DRI for any business period, including past, present and future periods. 
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DRI does not support a decision as a whole (i.e., including all decision aspects, e.g., cost 

aspects, the financial situation of the company, or demand aspects). 

3.2 Conceptual framework 

The provision of DRI can influence decision makers in many ways. In this paper, I 

investigate the impacts of DRI on marketing decisions, subsequent performance and 

competition. Finally, the findings regarding the link between DRI and marketing productivity 

may provide new insights into managerial over-acting. 

DRI seems to have a direct influence on managerial decisions. These decisions may, in turn, 

affect firm and industry performance. In oligopolies where firms are competing interactively, 

there may be no generally valid determinants of performance. Moreover, a firm's action may 

enhance or deteriorate performance, depending on competitors' actions. Also, firms' 

decisions and behavior may influence competition. The impacts of DRI I investigate in the 

work at hand are threefold. The subsequent hypotheses are therefore grouped into three 

blocks (see Figure I-1). The first block (H1) addresses DR/impacts on marketing decisions, 

while the second block (H2) relates to the impact of DRI on performance. The third block 

(H3) addresses the influence of DR/on competition. 

Responding to Abramson et al. 2005's suggestions, my experimental study is extended to 

several important decision variables. Further, my investigation comprises a longer time 

horizon, notably fifteen business periods. 
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Figure 1-1: Conceptual framework 

DRI 
�9 H2 ..... 

f 

Marketing 
Impacts 

' -Performance 
Impacts 

Competltlve 
Impacts 

3.3 Hypotheses 

3.3.1 Overview 

Overall, the literature suggests the following: Insights from decision theory indicate that 

information should (at least) not hinder performance. Notably, a customer orientation which 

entails the processing of customer-related information has been shown to increase new 

product activity and innovation while its effects on performance are seen controversial. 

Information use has been found to increase new product success and the timeliness of new 

products. The literature also offers insights on negative effects of information (or market 

research). Information could make firms more or too cooperative and less competitive, 

leading to fewer products marketed. In fact, information regarding demand or costs has been 

observed to lessen competitive intensity, yet the provision of information about competitors 

leads to more competitive behavior. 

A lack of research on over-acting prompted me to consider one of its special cases, i. e, over- 

reacting. This stream of research focuses on mistakenly managerial behavior, e.g., in the 

form of erroneous or unnecessary reaction. Such reactions have been found in the form of 

41 



over-promoting, especially for large brands and in stable competitive environments that 

contain noisy signals. 

In the following, several hypotheses are developed linking DRI to various measures of 

marketing variables. These variables include consumer-related variables such as satisfaction 

of customer preferences, number of products, rate of innovation, primary demand, price- 

quality correlation, etc. and performance variables (firm profits, industry profits). The third 

pillar addresses hypotheses about the link between DRI and competition. 

3.3.2 Marketing impacts 

3.3.2.1 DRI and exhaustion of customer preferences 

The value of information has been attributed to its ability to enhance exchanges between the 

firm and its customers (Glazer 1991). Firms in possession of supplementary information 

about customers or demand exhibit a better understanding of customer needs 2s and are more 

able to satisfy those needs. Those firms are expected to know the customers' preferences for 

products better than firms that do not have DRI. In most markets, there are potential 

customers who are actually interested in buying a product of the category but who remain 

non-buyers because they do not like the products offered. For example, a customer might be 

willing to buy a new pair of shoes but decides against buying because the shoes in the stores 

are uncomfortable or unfashionable in his opinion. A firm that knows about its customers' 

preference might try to reach those customers by changing their assortment in a way that 

more customers buy their products. The shoe producer could offer some especially 

comfortable shoes and vary the shoe design in a way that a certain customer segment will all 

of a sudden like their shoes. These product modifications do not necessarily include an 

enlargement of a firm's assortment, but they imply that the assortment is designed in a certain 

way to reach a larger part of the potential customers. Provision and usage of DRI is expected 

to lead to a more precise targeting of consumer preferences and, thus, to a better ability to 

match those preferences. Therefore, I expect the "exhaustion of customer preferences" (i.e., 

the percentage of customers whose preferences are covered by the current product assortment) 

to be higher when firms have DRI than when they do not have DRI. I hypothesize that 

2s The regular and systematic collection of information about customers is part of a customer orientation 
(Frambach et al. 2003; Narver and Slater 1990). 
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Hypothesis la: DRI leads to a higher exhaustion of customer preferences. 

3.3.2.2 DRI and number of products 

I expect that firms having access to DRI will increase their number of products marketed. I 

argue that the access to DRI will show a manager the potential demand for additional or 

potential products. For a manager with a strong marketing orientation 29, the tendency towards 

competitive preemption is likely to dominate the perceived risk of launching a product 

(Teplensky et al. 1993). When there is sufficient potential demand for a product, the 

marketing manager's temptation to launch the product and try to preempt competitors will be 

considerable. This holds especially true if the product as such is profitable. It is hypothesized 

that 

Hypothesis 1 b: DRI leads to a larger number of products. 

3.3.2.3 DRI and rate of innovation 

Information about the market and competitors is key in influencing new product success 

(Calantone et al. 1996). Research on market orientation has found positive relationships 

between market orientation and product innovation (Atuahene-Gima 1995; Frambach et al. 

2003) and between market orientation and a firm's innovativeness (Han et al. 1998). Lukas 

and Ferrell 2000 find that one has to analyse components of market orientation, i.e., customer 

orientation, competitor orientation and interfunctional coordination, separately to isolate their 

effects on innovation. They find that customer orientation increases the number of new-to- 

the-world products and reduces the number of me-too products. Sandvik and Sandvik 2003 

empirically investigate the hotel industry and find a positive effect of market orientation on 

both new-to-the-market innovations and new-to-the-firm innovations. Existing research 

linking information and innovation limits to the aforementioned studies referring specifically 

to the constructs of market orientation and customer orientation respectively. The above 

findings might therefore not be transferable to my research setting. That is, I cannot infer that 

access to DRI will generate the same effects as a firm's customer orientation (in the sense of 

29 Teplensky et ai. 1993 argues that a management with a strong financial orientation will be less disposed to 
competitive preemption ,,due to a primary focus on sources and uses of funds", while a management with a 
stronger marketing orientation might be more attracted towards competitive preemption and the reputation 
gain resulting from a broader market penetration. 
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Han et al. 1998; Narver and Slater 1990). Directionally, however, I anticipate that DRI may 

enhance new product activity. In general I expect that firms who are given more information 

about demand are likely to offer a larger variety of new products than firms without this 

information. Hence, I propose the following hypothesis: 

Hypothesis 1 c: DRI leads to a higher rate of innovation. 

3.3.2.4 I)RI and primary demand 

The provision of DRI informs companies and managers about the existence of market 

segments and market niches. As a result, one can argue that DRI enables firms to determine 

the drivers of primary demand. This can, in turn, allow for the market to grow as a whole as 

well as individual companies to grow in size and, some of them, in terms of market share 

(Arora et al. 1998). 

To illustrate, possessing detailed information about a market's heterogeneity will allow firms 

to fine-tune their product offerings to markets differing needs and wants. More precisely, the 

resulting better match between market needs and market offerings is likely to translate into 

several effects. First, existing consumers are likely to consume a higher rate - causing the 

market's observed primary demand to grow. Next, potential consumers are less likely to fall 

victim to substitutes - causing the market's primary demand to increase. Finally, others will 

less often stop consuming the market's product category altogether - causing the market's 

primary demand to not shrink. 

Based on the aforementioned arguments, I offer the following hypothesis linking DRI and 

primary demand. 

Hypothesis 1 d: DRI leads to a higher primary demand. 

3.3.2.5 DRI and price-quality correlation 

I argue a dual base between DRI and the price-quality correlation. More precisely, the 

relationship entails consumer issues as well as issues pertaining to competition. 

Generally, providing all companies with DRI will allow each firm to more precisely address 

consumers' needs and wants. The provision of DRI can, thus, allow a firm to skim more of 

the consumers' surplus, approach consumers' willingness to pay, and optimize pricing 

decisions. This entails tagging a price to a product although that price corresponds rather 
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little to its quality. For example, DRI will allow firms to identify non-quality based USPs 3~ 

That is, as companies know more about their consumers they also learn about opportunities of 

intangible product augmentations. By product augmentation I mean changes in products that 

maintain the product's quality (e.g., a different color of a car) or a firm's identification and 

exploitation of a new trend (e.g., that Perrier water is very low in calorie and, as a result, is in 

line with a calorie-conscious trend). Thus, DRI will facilitate that the price-quality 

correlation can decline. 

DRI will also facilitate and accelerate firms' learning about competitive strategies and 

preferences of their rival firms. As a further result, precise knowledge of demand or the 

demand function can allow a company to position its offerings more precisely to prevent its 

products from entering a competitor's turf. This will not only lead to a more crisp positioning 

but also holds the promise of less-of  a head-to-head competition and competitive 

misunderstandings that have been viewed as one cause for price wars (Heil and Helsen 2001). 

Along these lines, it is important to note that this decline in the price-quality relationship is 

totally market driven (Day 1994). That is, it is not related to any type of tacit collusion (e.g., 

Chamberlin 1929, Heil and Langvardt 1994). 

The aforementioned arguments combine into the following hypothesis linking DRI to the 

price-quality correlation. 

Hypothesis l e: DRI leads to a decline in the correlation between product quality and product 

price. 

3.3.3 Performance impacts 

Naturally, the effect of DRI on a firm's or industry's performance is nothing short of 

fundamental. The distillation of this effect is, however, not straightforward as two arguments 

can be put forth: In the literature of information economics, information is seen as an 

observable signal dependent on an unobservable underlying state of nature (e.g., Nelson and 

Winter Jr. 1964). If the signal is useful, it can help the decision maker to identify the 

underlying state of nature with a higher probability. If the signal is not useful, the decision 

so USP: Unique Selling Proposition 
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maker is free to ignore it. Consequently, information from the information economics' 

perspective is never harmful and often ameliorates the decision maker's situation 31. 

In industries with asymmetrically informed firms, the better informed firms enjoy a greater 

flexibility to adapt to the state of nature while the worse informed firms can benefit from a 

higher commitment (Einy et al. 2002; Gal-Or 1987; Gal-Or 198832). Under certain conditions 

(e.g., in a Cournot oligopoly with non-constant marginal costs, see Einy et al. 2002) the 

benefit gained from commitment can dominate the flexibility benefit, i.e., the worse informed 

firm can be better off than the better informed firm. However, when all firms have access to 

information, no firm can take advantage of its lack of information thus restricting my view to 

the informational flexibility benefit. 

The processing of information is an integral part of a market orientation, which, in turn, is 

found to be positively related to performance (Deshpand6 and Farley 2004; Jaworski and 

Kohli 1993; Narver and Slater 1990; Rodriguez Cano et al. 2004; Slater and Narver 1994). 

The performance impacts of a customer orientation which entails the processing of customer- 

related information are seen controversial (Dawes 2000; Noble et al. 2002). The use of 

information tools (i.e., decision aids) has been found to foster profits and market share (Van 

Bruggen et al. 1996). 

I hypothesize the provision of DRI to direct managers' attention toward making consumer 

issues more "prominent" within management's mind set. Taking a more precise and even 

intense consideration of the customers' point of view, firms should, for example be more able 

to avoid marketing efforts that are not rewarded by the customers (Francese 1995). Thus, 

DRI should enhance total industry profits. 

Furthermore, one might assume that the positive effect of information on performance is 

derived from the information constituting a competitive advantage (Francese 1995) that other 

competitors do not have. This effect should not exist per se if every firm gets the same 

market research information. However, firms are likely to differ as to their willingness and 

ability to process, evaluate, and utilize DRI. Thus, I expect competition and competitive 

interaction to provide additional sources for an increase in firm profits, at least for certain 

firms. 33 

31 However, decision theory usually assumes independence of strategies and states of nature. Consequently, the 
advantage of additional information is often contingent on the fact that competitors do not know about the 
informational advantage (Ponssard 1976). 

32 However, Gal-Or's findings refer to the case of Stackelberg competition. 
33 Although a large part of the literature posits a positive effect of information on performance, there is also 

contrary evidence. Decision makers may not benefit from their information access by retrieving more 
information but by effort saving (Todd and Benbasat 1992). In a survey on the effects of market research 
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Overall, DRI should positively affect industry and firm profits. As a result, I propose the 

following hypotheses: 

Hypothesis 2a. DRI increases total industry profits. 

Hypothesis 2b. DRI increases firm profits. 

3.3.4 Competitive impacts 

Competitive intensity is regarded to directly impact profits but, if competitive intensity is too 

high, disastrous competition can result (Heil and Helsen 2001). As DRI allows companies to 

position their products, I expect that firms will utilize this information to avoid being overly 

close to competitive offerings. Thus, high competitive intensity, for example in the form of 

head-to-head competition will occur less often as a result of the provision of DRI. Notably, 

under more intense competition, total industry profits may turn out to be smaller than in 

markets with a low competitive intensity. Boone 2001 points out that this is only true if the 

firms face equal costs. Otherwise, profits can also increase when competition becomes more 

intense. This is due to the fact that, according to Boone, in markets where firms have 

different cost levels, the most efficient firms become more powerful when competition 

increases whereas the least efficient firms lose and may eventually have to leave the market 

(Boone 2000, Boone 2001). Please note that more details on the peculiarities of competitive 

intensity will be discussed as part of the measurement section. 

Generally, competitors learn about their rivals, develop competitive attitudes, and tend to 

adjust their market conduct accordingly. It has been argued that a rather limited number for 

interaction suffices for such reputation-building (Fombrun 1996). Thus, I expect that 

competition will rather soon converge to a competitive interaction that can be dubbed as 

rather stable. This notion is consistent with conceptual and empirical work on price wars that 

suggests a rather stable competitive interaction and intensity after a price war has been 

terminated (Heil and Helsen 2001). 

A growing number of products often implies that more products enjoy a unique positioning. 

As a result, head-to-head competition can occur less frequently. As a straightforward 

consequence, competitive intensity is expected to decline in the case of frequent new product 

introduction. 

activity, Hart and Diamantopoulos 1993 find a null effect on performance. Furthermore, additional 
information can even harm performance (Glazer et al. 1992). 
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According to findings by Huck et al. 1999 and Huck et al. 2000 for the quadropoly case, I 

should expect lower quantities and higher prices when firms get additional information about 

demand. As Huck and Oechssler and Bonanno and Haworth 1998 consider these two 

variables as indicators of competitive intensity, they conclude competition is less intense 

when firms have more information about customers or demand. 

Meagher and Zauner 2004 found that for the duopolistic linear market case with quadratic 

transportation costs, firms tend to differentiate more when they are uncertain about the 

location of demand or the consumers' preferences, respectively. Using this line of 

argumentation I should expect products to be more differentiated when firms have less 

information about demand. However, a market with more differentiated (i.e., less 

substitutable) products is generally considered less competitive. Hence, this would contradict 

the aforementioned idea of DRI's decreasing effect on competition. 

Based on the aforementioned, I propose the following hypotheses on competitive intensity: 

Hypothesis 3a. DRI decreases competitive intensity. 

Hypothesis 3b. Competitive intensity will be stable after it peaked. 

Hypothesis 3c. As more products are introduced, competitive intensity will decline. 
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Q E m p i r i c a l  i n v e s t i g a t i o n  u s ing  the  s i m u l a t i o n  " S I N T O  M a r k e t "  

4.1 Research method and choice of subjects 

To test my hypotheses, I collected primary data using the simulation "SINTO Market". In 

general, simulations provide many opportunities traditional research methods, e.g., surveys, 

interviews, or laboratory experiments, cannot provide. A simulation provides the environment 

while people provide the behaviors and decisions (Lant and Montgomery 1992). Lant and 

Montgomery 1992 state that "simulation games provide a more controlled research setting 

than the field" and "a much more realistic setting than a laboratory". Compared to real-world 

observations, quasi-field experiments like the SINTO simulation game enable me to isolate 

the effects of information by holding everything else constant, which would not be possible 

for real market data. Similar simulations, like the MARKSTRAT and Markstrat2 

environments (Larrrch~ and Gatignon 1977; Larrrch6 and Gatignon 1990), have been widely 

acknowledged and used for studying marketing decision making (e.g., Clark and Montgomery 

1999; Glazer et al. 1989; Glazer et al. 1992; Van Bruggen et al. 1996; Van Bruggen et al. 

1998). SINTO provides access to all firms within an industry and allows the researcher to 

observe the effects of information over a time frame of fifteen business periods, which is 

longer than the one offered by other simulations (e.g., MARKSTRAT). The experiments 

were conducted using graduate business students at the Johannes Gutenberg-Universit/it at 

Mainz and at the University of Applied Sciences (Fachhochschule) at Mainz, Germany. 

Students majoring in business were select as ideal candidates. Although managers are 

frequently viewed as ideal subjects for research on competition, they seemed to be less suited 

for my experiment. This is since I am inquiring rather basic market phenomena, ideal 

subjects should have a certain "sufficient" knowledge about markets, prices, products, etc. yet 

such subjects should not be burdened by too much experience, recollection of war stories, and 

the like. 34 Since homogenous experimental groups always implicate some limitations to 

generalizability, the use of students offers the same limited potential for generalizations as 

does the use of "real world" subjects (Greenberg 1987). Notably, using a homogenous group 

of subjects like graduate business students is generally preferable to using heterogenous 

groups (Greenberg 1987). Thus, business students appeared as preferred subjects. 35 

34 For example, the use of information is supposed to be affected by a manager's prior knowledge as well as by a 
predisposition towards or against the information (Menon and Varadarajan 1992). 

35 As a matter of fact, the use of student subjects in management research is widespread (e.g., Armstrong and 
Collopy 1996; Glazer et al. 1989; Marinova 2004; Van Bruggen et al. 1996; Van Bruggen et al. 1998). 
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The subjects that participated in the experiment were attendants of  marketing seminars 

offered to graduate business students. Receiving the credits for the seminar required 

participation in the experiments. As an incentive, the subjects were informed that their 

performance in the experiment 36 would affect their final grade in the seminar. 

4.2 Description of the simulation "SINTO Market" 

My experiment used a 2 (information) by 15 (period) mixed factorial design. Information 

was a between-subjects factor (Scenario l: no information; Scenario 2: information) and 

period was a repeated within-subjects factor (period 1 to 15). 

To test my hypotheses, I employed the "SINTO Market" simulation (Becker and Selten 

1970). 37 This game simulates an oligopolistic market with three symmetric firms. The firms 

compete with each other for 15 business periods, periodically making simultaneous decisions. 

The term "SINTO" refers to a newly developed technology adopted by all three firms, as 

Every firm can market up to ten different variants/brands. 

The firms have symmetric starting conditions, i.e., capacities, financial situation, cost 

functions etc. This enables me to control for possible firm size effects (Moorman et al. 2005). 

The brands are characterized by two main product attributes 39 as well as quality 4~ (all three 

variables can adopt levels on a discrete scale from 0 to 9). While a higher quality incurs 

higher production costs, the choice of  the two main attributes does not affect costs. The 

competitive effect of  one product on another one increases with increasing similarity of their 

main attributes. A higher number of brands incurs higher fix costs. Customers do not pay 

attention to the firm that produced the brand when making a purchase decision. Advertising 

decisions are typically made on the product level as opposed to the firm level. Consequently, 

all products are potential competitors. 

36 The performance in the experiment was measured in terms of absolute firm equity and relative firm equity 
compared to competitors (see also subsequent section). 

37See also Becker 1972; Becker et al. 2003; Fischer 1972; Leopold-Wiidburger and Lind-Braucher 2001; 
Reinfeidt 1972; Selten 2002 for more applications of the SINTO simulation. 

38 Hence, the term ,,SINTO" can be interpreted as the technical platform from which firms can start to produce 
their products. 

39 The main product attributes entail the tartness (mild to bitter taste) and grainedness (fine-grained to coarse- 
grained) of SINTO products. 

4o A product's quality is measured as its package quality (very simple to very luxurious package). Importantly, 
this does not mean that quality is generally equated with package luxuriousness. Moreover, in this specific 
simulated market setting, all consumers prefer, ceteris paribus, higher levels of package luxuriousness. That 
is, package is not a question of taste or individual preferences, but a higher package level is unambiguously 
better than a lower level. As such, package constitutes a variable for vertical differentiation as is the case with 
quality (e.g., like the cleaning-effectiveness of a household cleaner, see Besanko et al. 2004, p. 214; Lancaster 
1990). Therefore, the package variable in the SINTO market can be interpreted as product quality. 
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In every period, the firms can develop new products, eliminate existing products, modify their 

existing products' attributes, quality, prices, advertising expenditures and quantities, and 

invest in or reduce capacity. The demand for products in the SINTO market is a function of 

product attributes, quality, prices, advertising expenditures, competitors' decisions, prior 

product decisions and market development (see Appendix for details about the demand 

function). The market potential increases during initial periods of the game, then flattens and 

stays constant until the end of the game. The firms have to optimize their marketing mix and 

other decision variables and come up with conjectures about their competitors' more or less 

likely moves. 

At the end of every period the firms receive print-outs containing their results. I.e., every firm 

gets a result sheet containing its own business situation: a balance sheet, a profit and loss 

statement, a breakeven analysis of its products, a ranking of the three firms with respect to 

their equity capital (e.g., "firm 2 better than firm 3 and firm 3 better than firm 1"), and a 

market analysis showing all products marketed in the current period including product 

attributes, quality levels, prices, advertising expenditures and units sold. The market analysis 

also contains a two-dimensional visualization of the products in the market according to their 

two main attributes. Decisions in subsequent periods are made after analyzing previous 

periods' results. The decision time per period is limited to approximately 40 minutes. 

To prepare for the game, the subjects are given a written explanation of the SINTO rules in 

advance. At the beginning of the game the rules are explained a second time. The subjects 

are told that the goal of the game is to maximize their firm's profits and equity. 

In both experimental conditions conducted, the firms had complete information about the cost 

situation of the game. This was not the case for information about demand. 

4.3 Experimental design 

4.3.1 Repeated measures factorial design 

My experiment used a 2 (information) by 15 (period) mixed factorial design. Information was 

a between-subjects factor (Scenario 1: no information; Scenario 2: information) and period 

was a repeated within-subjects factor (period 1 to 15). Keppel 1991 describes this form of 

design as a "mixed within-subjects factorial design" using the term "mixed" to point out that 

both between-subjects and within-subjects factors are employed. 
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My experimental design differs 41 from the MARKSTRAT 42 design used by Glazer et al. 1992 

(see also later sections for a detailed comparison). Therefore, it will be interesting to find out 

whether Glazer et al. 1992's results regarding performance and the number of products will 

replicate in my research setting. 

Table 1-5: Comparison of present experimental setting to Glazer et al. 1992's experimental setting 

Subjects 

Number of firms 

Group size 

Firm symmetry 

Sample size 

Time frame 

Number of brands 
at the beginning 

Number of brands 
limit 

Competitive 
context 

Glazer et ai. 1992's 
MARKSTRA T experiment 

This SINTO experiment 

44 MBA students 

Oligopolies with 5 firms (5 firms = 
1 industry) 

2-3 students per firm/team 

Firms have different competitive 
starting conditions (asymmetric) 

Sample of 4 industries 

9 periods 

Each firm has to start with 2 
brands. 

Number of  brands is limited to 5 
per firm. 

Firms are not aware of  whether 
their competitors do or do not 
possess information. 

216 graduate business students of 
the Johannes Gutenberg 
Universit~it at Mainz & the 
University of  Applied Sciences at 
Mainz 

Oligopolies with 3 firms (3 firms = 
1 industry) 

3-4 students per firm/team 

Firms have equal starting 
conditions (symmetric) 

Sample of  22 industries (11 
without DRI + 11 with DRI) 

15 periods 

Firms can start with 1 to 10 
brands. 

Number of  brands is limited to 10 
per firm. 

Firms are aware of  their 
competitors possessing the same 
information. 

41 Glazer et ai. 1992 point out that it would be interesting to examine the local rationality effect in a different 
competitive context (p. 224). Acting on this suggestion, I use a different competitive context insofar as, in my 
experiments, all firms of an industry have access to the same type of information and are aware of this fact. 
Hence, I investigate whether information enhances (or, with in line with Glazer et al. 1992, rather inhibits) 
industry performance even if the same information is given to all competitors and, thus, does not constitute a 
competitive advantage for a segment of firms. Furthermore, my experimental design enables me to investigate 
the long-run effects of information accessibility. 

42 See Larr6ch6 and Gatignon 1977. 
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Information 
manipulation 

Type of 
information 

Information costs 

Glazer et al. 1992's 
MARKSTRA T experiment 

This SINTO experiment 

Period 1-2: all firms receive 4 
types of information (consumer 
survey, semantic scale, perceptual 
mapping, and advertising 
experiment) 
Period 3-7: a firm either has to or 
cannot purchase all of the 
aforementioned types of 
information. 
The firms are free to purchase or 
not purchase any or all of the 
remaining 11 types of information 
(overall, there are 15 market 
research studies available in 
MARKSTRAT, 4 of which are 
part of the manipulation). 
In every period, the firms that 
receive the information are chosen 
randomly. Either 1, 3 or 5 firms 
receive information in a period at a 
time. The information 
manipulation changes in every 
period, i.e., a firm does not have 
information access in every period. 

4 market research studies (see 
above). 

Firms have to purchase 
information. 

Period 1-15: SCENARIO 1: None 
of the firms receive additional 
information. 
Period 1-15: SCENARIO 2: All 
firms in an industry receive the 
same type of information 
(information about potential 
demand for specific products). 
The information manipulation is 
constant over time and across 
firms. I.e., there is no switching in 
firms that receive information, nor 
do I alter the number of firms that 
receive information. To be able to 
observe the long-run effects of 
information accessibility, I do not 
alter the information manipulation 
over time periods. 

Primary demand (DR/): firms are 
given a program which enables 
them to forecast primary demand 
for any product, given the firm's 
conjectures about their 
competitors' decisions. 

Information is costless. 

4.3.2 Information manipulation 

In both experimental conditions conducted, the firms had complete information about the cost 

situation of the game. This was not the case for information about demand. 

To examine the influence of DRI, I played the game in two different scenarios. In scenario 1 

(NO INFO group), subjects were given only qualitative and fundamental information about 

demand (see Appendix for a more detailed description of the experimental conditions). More 
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precisely, subjects were only told that low prices, high quality and high advertising 

expenditures increase demand and that most customers prefer medium levels of the two main 

product characteristics while some customers prefer extreme levels. Subjects were informed 

that demand for a brand decreased when many brands with similar attributes were offered. 

In scenario 2 (INFO group), all firms were given the same information as in Scenario 1 plus 

additional precisely calibrated information in terms of the exact demand function 43 (see 

Appendix for details). I decided against providing the firms with the mathematical demand 

function for two reasons: first, I wanted the information to be somewhat realistic. The pieces 

of information about demand firms get from market research companies do usually not have a 

functional form. Moreover demand forecasts are often conveyed in the form of numerical 

estimators or tools firms can use to generate demand forecasts depending on some input 

variables. Secondly, I wanted to make sure that the information provided is easy to use by the 

firms. Due to its complexity, the demand function presented as a mathematical function 

would probably have confused the subjects thus putting an unintentional restriction on the use 

of the information. To facilitate things, I decided to convey the information in the form of a 

spreadsheet enabling the firms to input their own product decisions and their conjectures 

about their competitors' decisions for the respective time period. Then, the demand forecast 

was instantly generated for all products. The firms were free to compute forecasts not only 

for the upcoming but also for later periods of the game. However, as the firms had to 

conjecture their competitors' decisions, it was necessary to adapt assumptions periodically in 

order to get exact demand forecasts for later periods. Consequently, all firms used the 

information tool in every period. As soon as they were informed about the results of the 

former period, they corrected their assumptions and planned the next periods based on the 

adapted parameters. The information tool could help the firms to decide on new products, 

changes on existing products, pricing, advertising, capacity planning, and competitive 

strategies in general. There was no constraint on how many forecasts firms were allowed to 

generate, but there was a time constraint limiting the decision time per period. 

To capture the long-term effects of DRI I did not alter the information manipulation across 

time periods (this is different from the experiments conducted by Glazer et al. 1992). 

Besides, my experimental time horizon comprised fifteen business periods. This exceeds the 

one used by previous research (Abramson et al. 2005; Glazer et al. 1992) by up to 90%. 

43 The DRI provided in this scenario accounts for competitors' actions, thus referring to a competitive setting 
(see Abramson et al. 2005). 
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I note that I broadened the conceptual base as used by Glazer et al. 1992. More precisely, all 

firms were aware of their competitors' information access. 44 Yet, as expectations about 

competitors' actions determined the quality of the demand forecast, the information given to 

the firms was inherently differential. 

4.3.3 Data 

I conducted SINTO experiments using a total of 216 graduate business students. Among 

these students, 111 were assigned to games (i.e., industries) under scenario 1 condition, while 

105 students were assigned to industries under scenario 2 condition. Every experimental unit, 

i.e., every industry, comprised nine to twelve students. Within industries, students were 

divided into three teams, with each team representing one firm (thus, each firm was 

represented by three to four students). All students were randomly assigned to firms and 

experimental conditions. In every industry, SINTO was played over fifteen business periods. 

The subsequent data analysis is based upon eleven scenario 1 industries and eleven scenario 2 

industries. 

4.3.4 Dependent variables 

The dependent variables were measured periodically for each of the conducted S1NTO runs. 

That is, for a given dependent variable, the S1NTO simulation recorded 15 periodical 

measures for every SINTO run. 

The satisfaction of customer preferences was defined as the degree to which existing customer 

preferences (i.e., preferences for the two main product attributes) were covered by the 

products offered (see Appendix for details). The measure is termed "exhaustion of customer 

preferences" since it assesses the degree to which products correspond to customer 

preferences. 

The number of products was extracted as the total number of offered products in a Sinto 

market. The rate of innovation was measured in terms of the number of new product 

introductions (NPIs) in a period. Primary demand was assessed by measuring the quantity of 

customers willing to buy the products offered by the firms. To investigate the price-quality 

correlation, I calculated the correlation coefficient (Pearson) of product prices and the 

corresponding quality levels (0 to 9) in a period. 

44 The question of how firms would behave if they suspected that their competitors had the same information is 
considered an interesting research topic for future research (Glazer et al 1992). 
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To investigate industry and firm performance, I assessed two altemative variables: Total 

industry profits were measured by aggregating the individual profits of all three firms within 

an industry. The same was conducted for firms' financial equities. To investigate individual 

firm performance, I ranked the firms within an industry according to their individual profits 

and financial equity in every period (like this, rank one belonged to the best firm, rank two to 

the second-best and rank three to the worst firm). Then, I compared absolute profits and 

financial equity of the best firms (max), the second-best firms (med) and the worst firms 

(min) of both information treatments. 

The measurement of competitive intensity is described in the measurement section (see 

below). 

4.4 Measurement 

4.4.1 Measurement of competition 

The measurement of competition has been somewhat lacking for a considerable period of 

time (Weitz 1985, Heil and Montgomery 2001). This may be since the construct of 

competitive intensity proves rather complex. Also, no generally accepted definition of this 

term exists. 

Due to different definitions of competition, the literature offers several measures for this 

construct - which I use as a platform. In the economics discipline, the intensity of 

competition is often measured by comparing Coumot and Bertrand competition equilibria 

(e.g., Huck et al. 1999; Huck et al. 2000). Since Coumot competition leads to higher prices 

and lower output than Bertrand competition, it is considered a regime of less intense 

competition (e.g., Bonanno and Haworth 1998). Following this intuition, competitive 

intensity may be measured in terms of prices and/or output (i.e., quantities, capacities) while 

lower prices and higher output will be associated with a more intense competition. Raju and 

Roy 2000 adopt the Coumot-Bertrand concept to measure competition but argue that it is not 

the only possible alternative to measure competitive intensity. As a second alternative, they 

incorporate the substitutability of products. Another measure offered by economists entails 

the number and the concentration of competitors in a market. The higher the concentration 

the lower competition is said to be. This idea is refuted by Boone 2001 who provides four 

axioms a measure of competition should have. He states that increasing competition becomes 

obvious in (1) declining total industry profits, (2) a larger discrepancy between the profits of 

the most and the least efficient firm, (3) increasing total industry output and (4) a smaller 
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output level of firms that feature much higher costs than the leader. Product substitutability 

meets the four abovementioned axioms which gives further support for it as a measure of 

competitive intensity. Boone 2001 finds also support for travel costs and market 

transparency. Another measure that is often used are industry profits. If all firms face equal 

costs, a more intense competition goes along with decreasing total industry profits (Boone 

2001; Pasa and Shugan 1996). If firms have different cost conditions, the most efficient firms 

become more powerful whereas the least efficient firms lose market shares and may 

eventually have to leave the market. In the latter case, a more intense competition may be 

accompanied by higher total industry profits (Boone 2001). 

In an interesting approach, Gatignon 1984 uses competitive reactivity to measure competition. 

More specifically, he focuses on reaction elasticities and attributes a higher competitive 

intensity to markets where firms are more apt to react to their competitors' moves. However, 

Gatignon acknowledges that other measures of competition exist and claims that alternative 

measures can roughly be summarized by measuring the number of competitors in a market 

(e.g., for a small number of competitors, the Herfindahl index is highly correlated with the 

number of competitors). Other researchers use surveys to assess competitive intensity in a 

market. E.g., Ottum and Moore 1997 use the term "environmental turbulences" to measure 

changes of customers, competitors, and technology over time. Atuahene-Gima 1995 assesses 

"environmental hostility" via questionnaires given to managers. Ali 2000 measures 

competitive intensity by asking managers questions about aggressive competitive activity and 

the number and relative strength of competitors in the marketplace. 

Due to the aforementioned various measures of competition provided by the extant literature, 

the problem of measuring competitive intensity was solved as follows. Instead of deciding 

for one measure of competition while neglecting other alternatives, I considered several 

important measures of competitive intensity from the literature that were applicable to my 

experimental data. As an initial approach, I restricted the measurement of competition to 

applying and comparing the following measures: 

�9 Aggregate profits: Under certain conditions, aggregate industry profits tend to decline 

when competition becomes more intense (Boone 2001; Pasa and Shugan 1996). 

�9 Individual performance differences: With increasing competition, the most efficient 

firms become more profitable whereas the least efficient firms become even less 

powerful (Boone 2001). 
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�9 Average prices: We usually observe falling prices when competition becomes more 

intense (e.g., Abramson et al. 2005; Huck et al. 1999; Huck et al. 2000; Raju and Roy 

2000). 

�9 Aggregate capacities: With increasing capacities, firms supply higher quantities which 

come along with lower prices (Huck et al. 1999; Huck et al. 2000; Raju and Roy 

2000). 

�9 Product substitutability (measured as the inverse of product differentiation): 

Increasing product substitutability (decreasing product differentiation)indicates 

increasing competition (Raju and Roy 2000) and product interlacing reveals a higher 

competitive intensity than product segmentation (Brander and Eaton 1984). 

�9 Advertising spending: More advertising activity indicates more intense competition 

when it reflects a rivalry between the firms and when it makes customers more price- 

sensitive. When advertising makes customers less price-sensitive, increases a certain 

firm's market power, or leads to an overall growth of the industry by attracting new 

customers it can rather be considered as an indicator of a decreased competitive 

intensity (e.g., Comanor and Wilson 1979; Soberman 2004). 

To measure competitive intensity defined in terms of prices and quantities, I extracted the 

average prices across all products as well as the firms' aggregate capacities. The performance 

gap (i.e., individual performance differences) between the most efficient and the least efficient 

firm was measured by calculating the ratio of their financial equities (i.e., the lowest financial 

equity in a specific period was divided by the highest financial equity in that period). To 

account for competitive intensity defined as product substitutability, I measured product 

differentiation as a negative analogon of product substitutability using nearest neighbor 

analysis (the average nearest neighbor distance in a market was divided by the expected 

nearest neighbor distance for the given number of products). Advertising was measured in 

terms of the average total advertising expenditures of the three firms as well as the advertising 

expenditures per product. 

4.4.2 Measurement of product substitutability or product differentiation 

Product substitutability is used as an indicator of competitive intensity (e.g., Raju and Roy 

2000). In a market with highly substitutable (i.e., similar) products, the degree of competitive 

intensity is considered to be high, while, in the contrary case, when products are rather 

dissimilar, competition is supposably less intense. The degree of product differentiation is 
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reflective of  the dissimilarity of  products in a market. Therefore, product differentiation can 

be considered an inverse analogon of  product substitutability. 

(Horizontal) product differentiation is the SINTO market takes place with respect to the two 

main product attributes (i.e., tartness and grainedness, denoted as r and s). 45 These two 

attributes span a two-dimensional characteristics space. A product 's location is determined 

by its attribute levels for r and s. 46 For both attributes, products can adopt integer values 

between 0 and 9 indicating the level of  tartness (mild to bitter taste) and grainedness (coarse- 

grained to fine-grained) respectively. To measure horizontal product differentiation in the 

SINTO market, it seems therefore appropriate to take into account the location of  all products 

on the two-dimensional quadratic r-s-field (see also Dickson and Ginter 1987). The degree of  

product differentiation is thus reflected by the proximity of  products within the two- 

dimensional characteristics space. That is, if products are close substitutes, they will be 

located close to each other. Highly differentiated products will be located at larger distances 

to each other. In the following I present two ways of  measuring product differentiation in a 

spatial market as described above. 

The first measure constitutes a transformation of  Weitzman's measure of  diversity (Weitzman 

1992). That is, I measure the degree of  diversity generated by each product on average: 

V ( S y  = V(S) 
N 

with 

V(S) : Weitzman' s measure o f  diversity 

N : number of  products. 

If products are located close to each other, they provide a low level of  diversity. The 

normalization by the number of  products accounts for the fact that the degree of  diversity 

cannot decline when additional products enter the market. Transforming V(S) into a measure 

45 The degree of product differentiation should describe the similarity or dissimilarity of products regardless of 
their superiority. By superiority I mean that all customers prefer one product to another given everything else 
(e.g., price) is equal. These products would be called vertically differentiated. In the SINTO game, quality 
(denoted as q) represents such a variable of vertical differentiation, because, ceteris paribus, all customers 
prefer a higher quality. The quality variable is consequently not included in the measurement of product 
differentiation. The main product attributes tartness and grainedness (denoted as r and s) represent variables 
of horizontal differentiation, because, ceteris paribus, two products with different levels of r and s will both 
face positive demand. That is, none of the products is unambigously superior to another product only because 
it has different levels of tartness and grainedness. 

46 Therefore, the form of product differentiation in the work at hand is somewhat similar to the address models of 
differentiation examining location decisions and spatial competition (Hotelling 1929; Lancaster 1975). The 
market space can thus be interpreted as a characteristics space in which the location of products is determined 
by their corresponding product characteristics (Eaton and Lipsey 1975). 
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on a per-product basis enables me to compare product differentiation across markets that 

differ with respect to the number of products. 

The second measure of product differentiation is taken from spatial statistics. It is used to 

investigate point patterns in multidimensional or geographical spaces. In this context, is 

common to distinguish three general patterns: a regular pattern, a random pattern, and a 

clustered pattern. The measure, termed ,,Nearest Neighbor Index" (NNI), is equal to (see 

Clark and Evans 1954): 

NNI = d ( NN ) 
Exp(NN) 

with 

d(NN) : average nearest neighbor distance o f  all products 

Product i' s nearest neighbor distance is the (euclidean) distance to the product located the 

closest to i. 

Exp(NN) :expected average nearest neighbor distance i f  products were located at random. 

If products are clustered, nearest neighbor distances will be small, thus leading to a small NNI 

(NNI=0 in the extreme case). If products follow a random distribution, the observed d(NN) 

will be about equal to Exp(NN). Consequently, NNI will be close to 1. If product locations 

exhibit a regular pattern, nearest neighbor distances will be larger than expected distances 

under randomness, thus leading to an NNI above 1. 

Highly clustered products can be associated with a lower degree of product differentiation, 

while regularly located products indicate a higher degree of product differentiation. In this 

sense, NNI can be interpreted as a measure of the degree of product clustering within a market 

space and be used as an indicator of product differentiation. 47 

47 In the SINTO environment, I do not use an edge-correction of NNI (see Donnelly 1978) for the following 
reason: The study area of the SINTO product market does not constitute a sampling area. Consequently, an 
event located close to the edge of the market area cannot have a nearest neighbor outside the study area. Also, 
for the ease of computation, the calculation of product differentiation in the work at hand is not based on 
higher order nearest neighbor distances. 
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4.5 Method 

4.5.1 On the analysis of repeated measurements 

The analysis of the SINTO data is rather complex. The reason lies in my experimental design 

involving several observations on the same experimental unit (here: game) over fifteen time 

points. Independent variables involving repeated (and therefore often correlated) 

observations, e.g., observations over several time points like in a longitudinal setting, are 

usually known as "within-subjects" (Littell et al. 1996) or "repeated measures factors" (e.g., 

Latour and Miniard 1983). Experimental designs, including both a between-subjects and a 

within-subjects factor, are also referred to as split-plot designs (Bock 1985, p. 447). 

Typically, applying a univariate analysis of variance (ANOVA) including conventional F tests 

of main and interaction effects is not appropriate in the context of studies with repeated 

measurements. The reason is that critical assumptions made in classic univariate ANOVA are 

violated when within-subjects factors are involved: Apart from the assumption of normally 

distributed and independent errors, the so-called assumption of "multisample sphericity 48'' 

causes difficulties. Typically, repeated observations are nonspherical, i.e., do not have equal 

variances and covariances at all times 49. Moreover, measurements closer in time tend to be 

more correlated than measurements farther apart in time, and variances tend to increase with 

time. While the F test is robust to covariance heterogeneity in between-subjects factors 5~ a 

violation of the sphericity assumption in the within-subjects factor 51 leads to highly inflated 

Type I errors 52 when the within-subjects factor has more than two levels (Latour and Miniard 

1983; Max and Onghena 1999). Hence, a violation of the spherity assumption yields invalid 

F tests of the within-subjects factor including interactions involving the within-subjects factor. 

The Greenhouse and Geisser 1959 index measures the degree of departure from sphericity and 

can - like the correction by Huynh and Feldt 1976 - be used to adjust the F test degrees of 

4s The assumption of equal covariance matrices across all levels of the between-subjects factor and all levels of 
the within-subjects factor is also referred to as multisample sphericity. 

49 The assumption of variance and covariance homogeneity across all levels of the within-subjects factor is also 
known as sphericity assumption (see e.g., Keselman et al. 2002) or circularity assumption. Huynh and Feldt 
1970 have specified this assumption and identified equality of variances of differences for all pairs of 
treatment measures (in the repeated factor) as a necessary and sufficient condition under which the F test is 
valid in a repeated measurements analysis of variance (Huynh-Feldt condition). 

50 Between-subject heterogeneity occurs when different groups of subjects display different variance patterns but 
are homogeneous within groups (Litteli et al. 1996, p.267). 

5~ Within-subject heterogeneity occurs when variance varies across different levels of the within-subjects factor, 
e.g., when variance changes over time (Littell et al. 1996, p. 267). 

52 A Type I error is the probability of falsely rejecting a true null hypothesis. 
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freedom. An approach by Huynh 1978 corrects for violations of multisample sphericity, 

employing the conventional F test (Keselman et al. 1999). 

The literature suggests several univariate and multivariate approaches to deal with repeated 

measures data (e.g., see Keselman et al. 2001 for a review). The appropriateness of those 

approaches depends on the sample size, group sizes (balanced vs. unbalanced designs), the 

distribution of observations (normally vs. nonnormally distributed), the number of factors and 

factor levels and the existence of missing data and so on. Basically, the difference between 

univariate and multivariate repeated measurements approaches consists in the following: 

Univariate approaches assume that there is only one dependent variable whose values belong 

to different levels of a repeated independent factor. The multivariate approach, however, 

creates a separate dependent variable for every level of the repeated factor (e.g., for 15 time 

periods like in the SINTO experiment, the multivariate approach assumes 15 dependent 

variables each belonging to a single period). Multivariate repeated measurements approaches, 

e.g., those using Hotelling's T 2 test statistic 53, do not require sphericity. Instead they require 

covariance homogeneity in the between-subjects factor. 

A mixed model analysis is the most recent approach to the analysis of repeated measurements 

(Keselman et al. 2002; Keselman et al. 1999). It is favorable to other repeated measures 

approaches (Keselman et al. 2001) since the user can explicitly model the data's covariance 

structure (prior to testing for treatment effects) thus making it possible to account for time- 

related correlations of observations within an experimental unit (Kowalchuk et al. 2004; 

Littell et al. 1998; Keselman et al. 1999). Technically, one can examine the dam's covariance 

structure and then select the correct structure of the model among a set of possible alternatives 

(e.g., compound symmetric, spherical, autoregressive, heterogeneous autoregressive, 

unstructured, variance components, etc.). One can use an autoregressive covariance structure 

when observations closer in time are more correlated than observations farther apart in time 

(Keselman et al. 2000). This is especially important for the SINTO data at hand since we 

have autocorrelated measurements in many of the dependent variables. In the SINTO market, 

all experimental units face equal starting conditions, which often leads to a low variance 

between games in the first periods of the experiment and an increased variance in later 

periods. The mixed model procedure can be considered "midway between" univariate and 

53 There are four alternative test statistics to be used for multivariate repeated measures anova, but when the 
between-subjects factor has only two levels they are all equivalent to Hotelling's T 2 statistic (Keselman et al. 
2oo~). 
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multivariate approaches (Max and Onghena 1999). Unlike other univariate approaches, the 

mixed model analysis does not require spherical data, but neither does it leave complete 

freedom in estimating covariances, as in the multivariate analysis of variance (Max and 

Onghena 1999). Contrary to the multivariate approaches, the mixed model allows modeling 

heterogeneity in the between-subjects factor (Keselman et al. 2001). 

A viable alternative to the mixed model procedure is a multivariate extension of the Welch 

and James approach (James 1951; Johansen 1980; Welch 1951). It is robust to heterogeneity 

of the between-groups covariance matrices, even when group sizes are unequal (unbalanced). 

However, sufficiently large sample sizes are required for the test of main and interaction 

effects being valid (Keselman et al. 2001; Kowalchuk et al. 2004). 

The mixed model gains additional power from the fact that the covariance structure of the 

model can be explicitly specified. Naturally, this can only be achieved in case the structure to 

be specified is correct. The freedom of choosing the data's covariance structure implies 

leaving the user alone with the difficult task of selecting the structure that provides the best fit 

to the data. Researchers generally recommend the Akaike Information Criterion (AIC) and 

the Schwarz Bayesian Criterion (SBC) to support this decision. Both criteria are based on the 

log-likelihood function and a penalty according to the number of parameters estimated 

(whereas the SBC penalty is more severe than the AIC penalty). However, studies have 

shown that neither AIC nor the Schwarz criterion are able to detect reliably the correct 

covariance structure (Keselman et al. 1999). Therefore, researchers have been looking for a 

heuristic that leads to better results. 

4.5.2 Mixed model analysis using the SAS PROC MIXED procedure 

To apply a mixed model analysis to my primary data, I used the PROC MIXED procedure of 

the SAS System (SAS Institute Inc.). The covariance structure to be modeled in the PROC 

MIXED procedure refers to variances at individual times and to correlation between measures 

at different times on the same experimental unit (Littell et al. 1998). 

In general, the mixed model underlying structure has the following form (Verbeke and 

Molenberghs 2000; Kowalchuk et al. 2004): 

Y = X B + Z U + E .  
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Y is a vector of response scores, X and Z are known design matrices, B is a vector of 

unknown fixed-effect parameters, U is a vector of unknown random effects, and E is a vector 

of random errors. The model requires that U and E are normally distributed with 

 [ ]=i001  E I=E 0 o 1 
Thus, the variance of the response scores is given by V(Y)  = ZGZ'+R.  

The variation between experimental units is specified by a RANDOM statement which 

models the G matrix, whereas the covariation within experimental units is specified by a 

REPEATED statement which models the R matrix. 

Applying the mixed model to the SINTO data, we arrive at the following (see also Bock 1985, 

p. 470f.): 

Y~jk = / z  + scen, + periody + scen * period(v ) + game_no(scen)~ki ) + e~k 

with 

Yiyk :observation o f  game number k in scenario i and period j 

/z : grand mean 

scen, : effect o f  scenario i 

periodj : effect o f  period j 

scen * period(~) : interaction between scenario i and period j 

game_no(scen)(k~ ) : individual component o f  game number k in scenario i 

e~k : error in game number k in scenario i and period j 

game _ no(scen) ,~ N(O, cr~ ) 

e~k - N(0,o-e2). 

The design matrix X consists of the effects/t, scen, period, and scen * per iod .  

The design matrix Z consists of the game_no(scen) effects. 

The error term E is defined by game_no(scen) * per iod .  

4.5.3 Model specification 

After checking the data plots I find no variance differences between subjects except for 

subject-related differences. Notably, there seem to be no major variance differences between 

the two info treatment groups (i.e., the two scenarios). However, for many of the dependent 

variables there is considerable variance heterogeneity in the within-subjects factor (i.e., the 

period factor). Therefore I do not specify a RANDOM statement in the SAS mixed data 

analysis but specify a REPEATED statement and choose three different covariance structures 
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to be checked for the best fit to the model: an autoregressive structure (AR), a heterogeneous 

autoregressive structure (ARH), and an unstructured covariance matrix (UN) (see below). 

Since no random effects are specifies, the model reduces to (Rao 1997, p. 32) 

Y, jk =/d + scen~ + periodj  + scen * period(~) + eu. k 

or 

R __ 

R 0 ] 

0 R= . 

Y is assumed normally distributed with mean X B .  Its variance-covariance matrix of Y is 

V(Y)  = R.  E is a vector of random errors. It is assumed normally distributed with zero 

mean�9 Its variance-covariance matrix (termed R) is block-diagonal (see below). 

The model's fixed effects contain a constant, a scenario effect, a period effect, and a scenario* 

period interaction effect�9 The fixed effects regressor matrix X and the fixed coefficient B 

have the following form: 

X ._. 

-1 1 

�9 1 

1 

1 1 
�9 �9 

1 

1 

B ~  

const 

scenario 1 

scenario 2 

period 1 

period 15 

scenario 1 * period 1 

scenario 2 * period 15 
_ 

The R matrix can be explicitly specified thus allowing for correlation among the observations 

from the same experimental unit (i.e., game number/SINTO industry) or variance 

heterogeneity in the period factor�9 R consists of identical, diagonal blocks RI,R 2 ..... R22. 

Each block corresponds to an experimental unit ( R1, R 2 ..... R22 ). 

RI 

R ~ " � 9 1 4 9  

0 

01 
R22 
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To model the structure of R, one has to specify the structure within the blocks R 1, R 2 ..... R22. 

Please note that the structure is the same for all blocks�9 R~, R 2 ..... R22 can be designed using a 

variety of alternative structures: 

If observations from an experimental unit are correlated over time (as can be the case for 

repeated measurements on the same subject), it is advisable to specify a covariance matrix 

with an autocorrelated structure (AR(1))54: 

lp p pZ  . . .  p15 

�9 p ... p14 

AR(1)" R k = 0-2 p 2  p �9 . . .  �9 f o r  k = 1 . . . . .  2 2 .  

" .  p 

The blocks are identical for all experimental units thus yielding a total of two parameters 

(0-2, ,o) to be estimated. 

A heterogenous autoregressive structure (ARH(1)) not only allows for autocorrelated 

observations within the same experimental unit, but it also accounts for variance 

heterogeneity in the repeated factor (i.e., the period factor). 

I O'? 0-1,2 "'�9 0-1,15 

0-1,2 
U N "  R k = .. " f o r  k = 1 . . . . .  2 2 .  

�9 �9 

L<r,,,5 <r,,,4 . . .  ~r?5 J 

The number of parameters to be estimated is 16 ( 0-~ ..... 0-~5,P ). 

An unstructured covariance structure (UN) leaves complete freedom regarding the structure 

within the blocks of the R matrix�9 

I0 -?  0-1,2 "'" 0-1,1 5 
O"1, 

U N  �9 R k = ".. " 

L~,,,5 <r,,14 <r~5 J 

f o r  k = 1 . . . . .  2 2 .  

Due to the fact that UN makes no pre-assumptions regarding the blocks of R, the number of 

parameters to be estimated goes up to 120 ( 0 "2, 0-1,2, ~ . . . . .  0-1,15, 0-2, 0-2,3 . . . . .  ~ . . . . .  0-125 )" 

54 The structure allows for autocorrelation of lag 1. 
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4.5.4 Normality assumption 

An important issue is the normality assumption made by the mixed approach. With small 

samples and experimental data, one cannot be sure that this assumption is correct. Therefore, 

the literature provides several approaches to correct the degrees of freedom of the F test. The 

Kenward-Roger approximation (Kenward and Roger 1997) involves inflating the estimated 

variance-covariance matrix of the fixed and random effects. Consequently, Satterthwaite-type 

degrees of freedom 55 are then computed based on this adjustment (SAS Institute Inc. 2005). 

Keselman et al. 2002 (referring to work by Kowalchuk and Keselman) state that PROC 

MIXED tests perform quite well (i.e., good Type I error control) with a Kenward-Roger 

degrees of freedom correction when data are both nonnormal and heterogeneous and when the 

Akaike or Schwarz information criteria are used to select the most parsimonious covariance 

structure of the data. These positive results hold especially for small samples, e.g., for 10 

subjects per group (Kowalchuk et al. 2004). Compared to the multivariate Welch-James 

procedure, the mixed model analysis with a Kenward-Roger corrected F test and a 

heterogeneous unstructured covariance structure have a superior Type I error control in small 

sample setting while the two approaches have almost the same power (Kowalchuk et al. 

2004). 

In line with these results, I specify the appropriate covariance structure of the model 

according to the Akaike information criterion and use a Kenward-Roger correction of the F 

test degrees of freedom. For estimation I use restricted/residual maximum likelihood 

estimation (REML) recommended for simulation studies by Kowalchuk et al. 2004. 

4.5.5 Nonparametric approaches- rank transformed data 

All parametric approaches require normally distributed errors and independent observations 

across subjects. Although the F test used in the parametric ANOVA is quite robust to 

normality violations, alternative approaches for nonnormal data should be searched, 

especially when sample sizes are small. An alternative to the parametric techniques is the use 

of nonparametric statistics that do not assume a specific distribution of the data (distribution- 

free methods). In general, nonparametric tests transform the raw data into rank scores thus 

55 The use of the Satterthwaite degrees of freedom correction is recommended when the default F test of the 
mixed model analysis are not robust to multisample sphericity violations. 
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creating valid tests for at least ordinal data. The use of ranks instead of the original 

quantitative values avoids the normality assumption. 

The Kruskal-Wallis test is an alternative to the F test 56 and can be considered an extension of 

the Wilcoxon rank sum test for more than two samples. Both the Wilcoxon and the Kruskal- 

Wallis test are applicable in a one-way ANOVA. In a two-way ANOVA, they can only be 

used to test the significance of the between-subjects factor, and one has to average the data 

across the within-subjects factor. 

A nonparametric test replacing a two-way ANOVA is the Friedman test (Friedman 1937) 

which is an extension of the sign test for more than two treatments (Iman et al. 1984). The 

Friedman test requires only one observation per cell and assumes no existence of interaction 

effects 57. For more than one observation per cell, one usually averages the values belonging 

to one cell thereby neglecting the additional information (Schlittgen 1993). The Friedman test 

is also applicable in a repeated measures one-way ANOVA. The application in a two- 

factorial design can be done taking the following steps: Starting from a two-way table 

(representing the two factors), the data is ranked for each row separately. Next, the columns 

are compared with respect to their average rank scores. The distribution of those mean rank 

scores tends to be distributed according to a chi-squared distribution when the ranking is 

random, i.e., the factor tested has no influence (Friedman 1937). In case different rows 

(instead of columns) are to be compared, ranks and columns can be switched, or the ranking 

can be done column-wise. To conduct a Friedman test in a split-plot design, ranks are 

computed for each block (i.e., each subject, experimental unit). Consequently, the test uses 

only within-block information (i.e., information within experimental units). The information 

loss due to the fact that metric observations are replaced by ordinal ranks assures the test's 

independence from the normalitiy assumption. Due to the ignorance of interaction effects, the 

applicability of the Friedman test is rather limited. Applying the Friedman test to the present 

SINTO data would require me to compute ranks across all 15 periods for every game/industry 

separately and then compare the sum of ranks across different periods. If there was no time 

effect, all rank sums would be about equal, i.e., the sum of ranks belonging to period one 

would equal the sum of ranks belonging to period ten, for example. The between-subjects 

effect in a repeated measures design can only be tested with the Friedman test when all games 

belonging to the same scenario are averaged such that there is only one observation per cell 

56 The Kruskal-Wallis test statistic is approximated with a chi-squared distribution (e.g., Conover 1999, p. 289). 
If the number of observations is small or the frequency of ties is large, this approximation is not very good 
since the chi-squared distribution overestimates the variance of the test statistic (Kruskal and Wallis 1952). 

57 Conover 1999 admits that there are no good, exact nonparametric tests for interaction. 
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(that way, the scenario levels would form the rows of the two-way table while the period 

levels would compose the columns). 58 Therefore, the Friedman test is described as a 

nonparametric equivalent of the one-way repeated measures or within-subjects ANOVA 

(while the KnJskal-Wallis H test is considered the nonparametric equivalent of a between- 

subjects ANOVA). 

Unfortunately, many statistical programs like SAS or SPSS do only support basic 

nonparametric procedures whereas more complex tests, e.g., a nonparametric repeated 

measures analysis of variance involving two or more factors, are not supported (SAS has 

acknowledged this fact by email). However, as a bridge between parametric and 

nonparametric techniques, some researchers recommend the application of parametric 

procedures on rank-transformed data (Conover 1999; Conover and Iman 1981). The result is 

a conditionally distribution-free procedure (Conover 1999, p. 419). 

To conduct a rank transformation, the data is ranked without regard to block membership 

(Thompson and Ammann 1990). The SAS Institute recommends using parametric techniques 

on rank-transformed data (SAS Institute Inc. 2005). However, studies have demonstrated that 

this approach fails to detect interactions when both main treatment and block effects are 

present. 

Another approach is the aligned rank transform procedure. Before being ranked, observations 

are aligned by subtracting estimates of group means depending on what effects (main or 

interaction effects) are to be tested (Richter and Payton 1999). 

For experimental designs, Conover 1999 recommends using the usual ANOVA on the data 

and then using the same procedure on the rank transformed data: "If the two procedures give 

nearly identical results the assumptions underlying the usual analysis of variance are likely to 

be reasonable and the regular parametric analysis valid" (Conover 1999, p. 419f.). 

5s There do exist extensions of Friedman's rank transformation for the case of several observations for each 
treatment in each block (Conover 1999, p. 383). However, the suggested extension is only applicable when all 
experimental units receive all treatments (which is not the case for the information treatment in the SINTO 
experiments). 
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4.6 Empirical results 

4.6.1 Overview 

As an initial and conservative approach, I used nonparametric analyses to test the data for 

general differences between the NO INFO (scenario 1) games and the 1NFO (scenario 2) 

games. Therefore I averaged the data across all 15 periods and conducted Mann-Whitney-U 

tests as well as Wilcoxon rank sum tests for independent samples. Both tests are based on 

rank-transformed data thus avoiding biases caused by outliers. To detect time-related 

differences between the games with and without information, I used a repeated measures 

analysis of variance (RM ANOVA). To do so, I used the SAS PROC MIXED procedure with 

a REPEATED statement which enabled me to explicitly model the covariance structure 

within subjects (Littell et al. 1996) thus accounting for possible over-time correlation and 

within-subject heterogeneity. I modeled three different covariance structures, i.e., an 

autoregressive (AR1), a heterogeneous autoregressive (ARH1) and an unstructured (UN) 

structure; the best firing structure was selected according to Akaike's Information Criterion 

(AIC). To make sure that the F tests were sufficiently robust against normality violations, I 

adjusted the degrees of freedom by the Kenward Roger correction (Kenward and Roger 1997) 

recommended especially for small samples (e.g., 10 subjects per group) by Kowalchuk et al. 

2004. Except from investigating main DRI and period effects, I tested the data for DRI 

effects on linear, quadratic, and cubic trends. To further validate my findings, I applied the 

RM ANOVA to the ranked observations. I used the rank transform approach 59 suggested by 

Conover and Iman 1981 as well as a Friedman-type rank transformation6~ (Friedman 1937). 

The results of all tests are summarized in the subsequent tables. The unit of analysis for the 

subsequent results is industry thus leading to a sample size of 22 (11 + 11). Table I-8 

summarizes the tests for main DRI effects while Table I-9 contains results from tests for DRI- 

by-period interaction effects. Table I-10 summarizes and interprets results concerning the 

hypothesized relationships. 

59 The Conover-type rank transformation transforms the original observations into ranks across games and 
periods. This rank-transform method assures that the analysis is robust to outliers in general. 

60 The Friedman-type rank transformation implies that the data are ranked block-wise, i.e., for every game 
separately. This rank transformation assures that I can compare the relative development over time within a 
game across different games. For example, I can detect directional (i.e., rank-based) similarities across games 
even if the absolute values vary strongly across games. Of course, the rank ordering within games prevents the 
testing of main information effects (as all games average out at the same mean rank). 

70 



4.6.2 DRI and exhaustion of customer preferences 

The mixed factorial analysis found a significant general effect of information. That is, overall, 

the INFO group had a significantly higher exhaustion of customer preferences than the NO 

INFO group. The exhaustion of customer preferences increased significantly over time in all 

games. The linear trend, the quadratic trend and the cubic trend were significant. The trends 

did not differ significantly between the INFO and the NO INFO group. This indicates that the 

effect of information remained constant over time. The Mann-Whitney-U test and the 

Wilcoxon test gave further support for the overall effect of DRI on the exhaustion of customer 

preferences. Overall, the INFO treatment exhibits a higher satisfaction of customers across 

all periods of the game (see Figure I-2). These results support hypothesis la. 

Figure 1-2: Exhaustion of customer preferences 
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4.6.3 DRI and number of products 

All games revealed a significant increase of the number of products over time. The linear 

trend, the quadratic trend and the cubic trend were significant. The results of the repeated 

measures ANOVA indicated a significant information effect (p=0.015). The number of 

products was significantly higher in the INFO treatment. I further found slightly significant 

differences in the quadratic trends between scenario 1 and scenario 2. The Mann-Whitney-U 

test and the Wilcoxon test gave further support for the significant general effect of DRI on the 
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number of products offered (p=0.0150 and p=0.0165). Notably, firms with DRI offered more 

products than firms without DRI (Figure I-3). These results support hypothesis 1 b. 

Figure I-3: Number of products 
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4.6.4 DRI and rate of innovation 

The Mann-Whitney-U test did not detect a significant main effect of DRI on the number of 

new product introductions (NPIs) per period. 

The results of the RM ANOVA indicated a modest information effect on the linear trend for 

the number of NPIs per period (p-0.0403). The linear trend interaction on the number of NPIs 

was also detected using RM ANOVA on ranked observations (Conover-type and Friedman- 

type ranks). This difference between the two information treatments with respect to their 

linear trends indicates that more products were introduced at early stages of the game when 

DRI was provided. Over time, the number of new product introductions assimilated in both 

information treatment groups. These results provide directional support for hypothesis 1 c. 
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Figure 1-4: Aggregate number of new product introductions (NPIs) 
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4.6.5 DRI and primary demand 

The Mann-Whitney-U test showed that the quantity of primary demand was higher in the 

games with DRI (p--0.04). Also the repeated measures ANOVA found a significant main 

effect of information (p=0.0262). This supports hypothesis 1 d. 

Figure !-5: Aggregate primary demand 
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4.6.6 DRI and price-quality correlation 

Both the Mann-Whitney-U test and the Wilcoxon test revealed a highly significant DRI effect 

(p < 0.01) on the price-quality correlation. The RM ANOVA applied to the original and 

Conover-ranked data arrived at the same result (19=0.0031 and p=0.0016). There were no 

significant trend interactions of DRI. In the games with DRI the price-quality correlation was 

significantly lower than in games without DRI (see Figure I-6). This supports hypothesis 1 e. 

Figure 1-6: Price-quality correlation 
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4.6.7 DRI and industry and firm performance 

In both scenarios, the total industry performance increased over time. The average aggregate 

financial equity level and average industry profits were numerically higher in the 1NFO 

treatment. However, the Mann-Whitney-U test and the Wilcoxon test did not find significant 

main effects of DRI on total industry performance (i.e., aggregate financial equity and 

aggregate profits). The RM ANOVA arrived at the same result. Further, there were no 

significant trend differences between the NO INFO and the INFO treatments. The results for 

the individual firm performances (max, med and rain individual financial equity and max, 

reed, and rain individual profits) were likewise non-significant. Thus, hypotheses 2a and 2b 

are not supported. 

74 



Figure !-7: Aggregate profits 
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Figure I-8: Aggregate financial equity 
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4.6.8 DRI and competitive intensity 

There were no significant main effects of DRI on aggregate capacities, average prices, and 

performance differences between the best and the weakest firm (see Figure I-9, Figure 1-10, 

Figure I-11). There was a significant main effect of DRI on average advertising spending per 

product (p<0.05). Firms with access to DRI spent less on advertising on a per-product-basis 

75 



than firms that did not have DRI (see Figure 1-13). However, the DRI effect on (total) 

average advertising spending was non-significant (see Figure 1-12). This indicates that firms 

have about equal advertising budgets, but firms in scenario 2 distribute their budgets across a 

larger number of products. 

Figure 1-9: Aggregate capacity 
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Figure i-10: Average prices 
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Figure I-11: Relative performance gap between the best and the worst firm 61 
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Figure 1-12: Average advertising expenditures 
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61 The weakest firm's financial equity (feq) is divided by the strongest firm's financial equity, whereas the 
weakest firm is defined as the firm with the lowest feq and the strongest firm has the largest feq within an 
industry and period. 
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Figure 1-13: Average advertising expenditures per product 
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In all games, the average degree of diversity per product (measured in terms of a 

transformation of Weitzman's diversity measure, see Weitzman 1992) increased in initial 

periods of the game and slowly declined in later periods (see Figure 1-14). Both the Mann- 

Whitney-U test and the Wilcoxon test failed to detect a main effect of DRI on the average 

diverstiy per product. RM ANOVA confirmed the null results. 

Figure 1-14: Diversity per product (Transformation of Weitzman's diversity) 
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The second measure of product differentiation, the degree of product clustering (measured in 

terms of the Nearest Neighbor Index), showed a similar pattern as the above diversity per 

product measure. That is, overall, the degree of product clustering went up in the first time 

periods and slowly declined in the course of the remaining periods (see Figure I-15). That is, 

the clustering of products declined in the first periods and increased later on during the games. 

DRI did not have a significant effect on product clustering. 

Figure !-15: Product clustering (Nearest Neighbor Index) 62 
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Table !-6: Mann-Whitney-U test results for DRI effect on competitive intensity 

Indicator of Competitive Intensity Main DRI effect (tendency) 

Prices 

Capacities 

Total industry profits 

Performance gap between the best and the weakest 
firm 

Average advertising expenditures 

n . s .  63 (rather lower with DRI) 

n.s. (rather higher with DRI) 

n.s. (rather higher with DRI) 

n.s. (no difference) 

n.s. (rather lower with DRI) 

62 Low absolute values indicate a high degree of product clustering. 
63 n.s." not significant 
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Indicator of  Competitive Intensity Main DRI effect (tendency) 

Advertising expenditures per product 

Product clustering: Nearest Neighbor Index (NNI) 

Average diversity per product (transformation of 
Weitzman's diversity) 

p=0.04 (lower with DRI) 

n.s. (no difference in initial periods, 
rather lower in later periods with DRI) 

n.s. (rather higher in initial periods, 
rather lower in later periods with DRI) 

, , ,  

Overall, there seems to be no significant effect of DRI on competitive intensity. Also, the 

different indicators of competitive intensity do not point in the same direction. The direction 

of the effect of DRI on competitive intensity is rather positive, negative or zero, depending on 

the way competitive intensity is measured (see Table I-7). 

Table 1-7: DRI effects on competitive intensity- direction of effect 

Indicator of  Competitive Intensity (CI) Direction o f  effect (D i l l -  CI relationship) 

Prices 

Capacities 

Total industry profits 

Performance gap between the best and 
the weakest firm 

Advertising 

Directionally not as hypothesized (higher CI) 

Directionally not as hypothesized (higher CI) 

Directionally as hypothesized (lower CI) 

Directionally not as hypothesized (no difference) 

Depends on interpretation of advertising as an 
indicator of CI: 
If more advertising means more intense 
competition: as hypothesized (lower CI) 
If more advertising means less intense 
competition: not as hypothesized (higher CI) 

Product differentiation Directionally not as hypothesized (in later periods 
higher CI) 

4.6.9 Summary of results 

The experimental results are summarized in the subsequent tables. 

80 



T
ab

le
 I

-8
: 

M
ai

n 
ef

fe
ct

s 
of

 D
R

I 
- 

re
su

lt
s 

fr
om

 n
on

pa
ra

m
et

ri
c 

an
d 

pa
ra

m
et

ri
c 

an
al

ys
es

 (
p-

va
lu

es
, 

tw
o-

ta
i le

d)
 

H
yp

ot
he

si
s 

R
el

at
io

ns
hi

p 
M

ea
su

re
 

M
a n

n
- 

W
il

co
xo

n 
W

hi
tn

ey
-U

 
te

st
 (

no
rm

al
 

te
st

 
ap

pr
ox

i-
 

(a
sy

m
pt

ot
ic

 
m

at
io

n)
 

si
gn

if
ic

an
ce

) 

R
M

 A
N

O
 V

A
 

w
ith

 K
-R

 
dd

fm
 

R
M

 A
N

O
 V

A
 

w
it

h 
K

-R
 d

df
m

, 
ap

pl
ie

d 
to

 
C

on
ov

er
's

 
ra

nk
 t

ra
ns

- 
fo

rm
ed

 d
at

a 

D
ir

ec
ti

on
 o

f 
ef

fe
ct

 

H
l a

 
D

R
I  

- 
ex

ha
us

ti
on

 
o

f  
cu

st
om

er
 

pr
ef

er
en

ce
s 

E
x

h
au

st
io

n
 o

f  
cu

st
o

m
er

 
pr

ef
er

en
ce

s 

H
 1

 b 
D

R
I -

 
n

u
m

b
er

 o
f  

T
ot

al
 n

u
m

b
er

 o
f  

pr
od

uc
ts

 
pr

od
uc

ts
 

H
 1

 c 
D

R
I  

- 
r a

te
 o

f  
in

no
va

ti
on

 

D
R

I  
- 

pr
im

ar
y 

d
em

an
d

 
H

l d
 

A
gg

r .
 n

u
m

b
er

 o
f  

N
P

I s
 

n.
s.

 

0.
00

53
 

0.
00

58
 

0.
00

28
 

0.
00

14
 

0.
01

51
 

0.
01

65
 

0.
02

95
 

0.
02

91
 

n.
s.

 
n.

s.
 

n.
s.

 

P
r i

m
ar

y 
d

em
an

d
 

0.
03

86
64

 
0.

04
18

 
0.

02
62

 
0.

05
48

 

0.
00

35
 

0.
00

39
 

0.
00

31
 

0.
00

16
 

H
le

 
D

R
I 

- 
pr

ic
e-

qu
al

it
y 

P
ri

ce
-q

ua
li

ty
 c

or
re

la
ti

on
 

co
rr

el
at

io
n 

co
ef

fi
ci

en
t 

A
s 

h
yp

ot
h

es
i z

ed
 

A
s 

h
yp

ot
h

es
i z

ed
 

A
s 

h
yp

ot
h

es
i z

ed
 

A
s 

h
yp

ot
h

es
i z

ed
 

A
s 

h
y

p
o

th
es

iz
ed

 

H
2

a 
D

R
I 

- 
in

du
st

ry
 

A
gg

r.
 f

eq
65

, 
pe

rf
or

m
an

ce
 

A
gg

r.
 p

ro
fi

ts
 

n.
s.

 
n.

s.
 

n.
s.

 
n.

s.
 

N
u

ll
 e

ff
ec

t 

64
 E

xa
ct

 si
gn

if
ic

an
ce

, n
o 

tie
 c

or
re

ct
io

n 
65

 F
eq

: f
in

an
ci

al
 e

qu
ity

 



0
0

 
tO

 

H
yp

ot
he

si
s 

R
el

at
io

ns
hi

p 
M

ea
su

re
 

M
an

n
- 

W
h

it
n

ey
-U

 
te

st
 

(a
sy

m
pt

ot
ic

 
si

gn
if

ic
an

ce
) 

W
il

co
xo

n 
te

st
 (

no
rm

al
 

ap
pr

ox
i-

 
m

at
io

n)
 

R
M

 A
N

O
 V

A
 

w
it

h 
K

-R
 

dd
fm

 

R
M

 A
N

O
 V

A
 

w
it

h 
K

-R
 d

df
m

, 
ap

pl
ie

d 
to

 
C

on
ov

er
's

 
ra

nk
 t

ra
ns

- 
fo

rm
ed

 d
at

a 

D
ir

ec
ti

on
 o

f 
ef

fe
ct

 

H
2

b
 

D
R

I -
 

f i
r m

 
p

er
f o

r m
an

ce
 

M
ax

 i
nd

iv
, 

f e
q 

M
ed

 i
nd

iv
, 

f e
q 

M
i n

 i
nd

iv
, 

f e
q 

M
ax

 i
nd

iv
, 

pr
of

it
s 

M
ed

 i
nd

iv
, 

pr
of

it
s 

M
i n

 i
nd

iv
, 

p
r o

f i
ts

 

n.
s.

 
n.

s.
 

n.
s.

 
n.

s.
 

n.
s.

 
n.

s.
 

n.
s.

 
n.

s.
 

N
u

ll
 e

f f
ec

t  

N
u

ll
 e

f f
ec

t  

H
3 

D
R

I  
- 

co
m

p
et

it
io

n
 

A
d

v
er

ti
si

n
g

 p
er

 p
r o

d
u

ct
 

0
.0

4
1

8
 

0
.0

3
8

6
 

0
.0

3
8

6
 

0
.0

4
8

3
 

A
d

v
er

ti
si

n
g

 
n.

s.
 

n.
s.

 
n.

s.
 

n.
s.

 

P
r i

ce
s 

n.
s.

 
n.

s.
 

n.
s.

 
n.

s.
 

C
ap

ac
it

ie
s 

n.
s.

 
n.

s.
 

n.
s.

 
n.

s.
 

W
ea

k
es

t/
b

es
t 

fi
rm

 
n.

s.
 

n.
s.

 
n.

s.
 

n.
s.

 
p

er
fo

rm
an

ce
 r

at
io

 

P
ro

d
u

ct
 c

lu
st

er
in

g
 

n.
s.

 
n.

s.
 

n.
s.

 
n.

s.
 

D
iv

er
si

ty
 p

er
 p

ro
d

u
ct

 
n.

s.
 

n.
s.

 
n.

s.
 

n.
s.

 

S
ee

 T
ab

le
 1

-7
 



T
ab

le
 1

-9
: T

im
e-

re
la

te
d 

D
R

I 
ef

fe
ct

s 
- 

re
su

lts
 fr

om
 n

on
pa

ra
m

et
ri

c 
an

d 
pa

ra
m

et
ri

c 
an

al
ys

es
 (

p-
va

lu
es

, 
tw

o-
ta

i l
ed

) 

H
yp

ot
he

si
s 

R
el

at
io

ns
hi

p 
M

ea
su

re
 

R
M

 A
N

O
 V

A
 

w
it

h 
K

-R
 d

df
m

 
(t

w
o-

ta
il

ed
) 

R
M

 A
N

O
 V

A
 w

it
h 

K
-R

 d
df

m
, 

ap
pl

ie
d 

to
 C

on
ov

er
's

 r
an

k 
tr

an
sf

or
m

ed
 d

at
a 

(t
w

o-
ta

il
ed

) 

R
M

A
N

O
V

A
 w

it
h 

K
-R

 d
df

m
, 

ap
pl

ie
d 

to
 F

ri
ed

m
an

-t
yp

e 
ra

nk
 t

ra
ns

fo
rm

ed
 

da
ta

 (
tw

o-
ta

il
ed

) 

In
te

rp
re

ta
ti

on
 

H
1 

b 
D

R
I 

- 
n u

m
b e

r 
T

ot
al

 n
u m

b e
r 

o
f 

o
f  

pr
od

uc
ts

 
pr

od
uc

ts
 

H
l c

 
D

R
I  

- 
ra

te
 o

f  
A

gg
r .

 n
um

be
r  

o
f  

N
P

I s
 

in
no

va
ti

on
 

Q
u

ad
ra

ti
c:

 
0.

03
98

 

L
in

ea
r:

 0
.0

40
3 

Q
u

ad
ra

ti
c:

 0
.0

33
1 

L
in

ea
r:

 0
.0

22
3 

L
in

ea
r:

 0
.0

46
7 

Q
u

ad
ra

t i
c:

 0
.0

23
6 

N
u

m
b

er
 o

f 
pr

od
uc

ts
 r

ai
se

s 
f a

st
er

 a
nd

 d
ec

al
s 

sl
ow

er
 

w
he

n 
D

R
I  

is
 p

r o
vi

de
d 

M
or

e 
N

P
I s

 d
ur

in
g 

in
it

ia
l 

bu
si

ne
ss

 p
er

io
ds

 w
he

n 
D

R
I  

is
 p

r o
vi

de
d 



Table 1-10: Overall summary of results 

Hypothesis Relationship Result Significant findings Interpretation 

H 1 a DR/ -  exhaustion r 
of customer 
preferences 

Hlb DR/ -  number of r 
products 

H 1 c D R I  - rate of (r 
innovation 

H 1 d DRI - primary r 
demand 

H 1 e DR/ -  price- r 
quality 
correlation 

Main DR/effect 

Main DR/effect, 
Quadratic trend 
interaction 

Linear trend 
interaction 

Main DR/effect 

Main DR/effect 

DR/increases exhaustion of 
customer preferences. 

In games with DR/, the 
number of products is 
higher, raises faster and 
decays more slowly. 

No overall (main) DRI 
effect, but more NPIs during 
initial periods when DR/is 
provided. 

Primary demand is higher in 
games with DR/. 

Price-quality correlation is 
lower when DR/is 
provided. 

H2a DRI-  industry 
performance 

H2b DR/ -  firm 
performance 

n.s.  

n.s.  

DR/does not increase 
industry performance. 

DRI does not increase firm 
performance. 

H3 DR/ -  ,-/r 
competition 

Main DRI effect on 
average advertising 
expenditures per 
product, n.s. for 
remaining indicators 
of competitive 
intensity 

DR/does not seem to affect 
most indicators of 
competitive intensity. DRI- 
competition relationship 
should be further 
investigated when there is 
more clarity about how to 
assess competitive intensity. 

84 



5. C o n c l u s i o n s  

5.1 Discussion of results 

Contrary to predominant belief, I do not find a significant performance benefit of DR/. At the 

same time, I find that the provision of DR/to all firms in a market leads to a higher number of 

products offered. Notably, this finding differs from Glazer et al.'s 1992 results. Very 

surprisingly, a higher exhaustion of customer preferences, a higher rate of innovation during 

initial business periods, and a higher primary demand fail to enhance firm performance. The 

provision of DR/leads to a decline of correlation between a product's price and its quality 

which indicates that the firms adapted pricing decision due to aspects other than quality. 

To investigate whether the firms in the INFO group offered a larger number of unprofitable 

products 66 than the NO INFO group, I conducted the following test: I selected two periods in 

which the total number of products differed the most between the two treatment groups 67. 

Next, I compared the number of unprofitable products using a Mann-Whitney-U test. 

For both periods, the U test did not reveal significant differences between the games with and 

without DRI regarding the number of unprofitable products (p=0.69 for period 7 and p=0.55 

for period 10). 68 Thus, the fact that the number of unprofitable products was equal in both 

groups suggests that over-acting does not provide a veil for new product failure. 

Another reason for my findings may rest in a phenomenon called "locally rational decision 

making" (Glazer et al. 1992) implying that firms focus too much on decision variables 

addressed by the information instead of concentrating on the most performance-relevant 

decisions. 

My findings over a fifteen-period timeframe indicate that this phenomenon may persist in the 

medium-term or even long-term. As a result, one could conjecture that the firms with DRI 

tend to neglect especially cost-related decision variables. 

I found only little support for the influence of demand-related information on competition. 

Notably, the relationship between demand-related information and competitive intensity 

cannot be detected without an operationalizable definition and measurement of competitive 

66 I.e., products with negative profits on a per product basis. 
67 These periods were period seven and period ten. 
68I also compared the relative percentage of unprofitable products in both scenarios and arrived at the same 

conclusion (p--0.53 for period 7 and p=0.77 for period 10). 
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intensity. The current work reveals that demand-related information affects the indicators of 

competition in alternate ways thus making it impossible to draw a clear-cut conclusion on the 

DRI effect on competition. For nearly all indicators, these effects were non-significant. This 

insignificance may be explained by the fact that all firms were in possession of DRI. That is, 

since firms were equally "privileged" by having information, the striving for profits and 

market share was possibly comparable to the situation in which none of the firms was in 

possession of information. 

5.2 Managerial implications 

My findings provide useful implications for marketing managers. First, my results indicate 

that there are companies that do "everything right." These firms listen to the consumers, 

segment the market, develop interesting products, innovate, stimulate primary demand and so 

on. Yet, these companies seem to fall victim of doing too much of a good thing: They loose 

sight of profitability and reduce the productivity of their marketing efforts. Notably, the 

aforementioned phenomenon occurred across firms and industries 69. As a result, managers 

should be careful not to fall victim to a new kind of myopia: Namely, managers should avoid 

focusing too much on consumers and loose sight of overall profitability. 

These comments appear to be in line with concerns voiced recently albeit conceptually. As 

has been pointed out, managers should be careful to simply pursue consumer-based marketing 

opportunities (Day 1999). More precisely, the null effect of information on industry profits 

that goes along with more products, a better matching of customer preferences and a higher 

primary demand lends support to the idea that managers may over-act. 

As a result, over-acting poses a most serious threat to marketing productivity. Noteworthy is 

also that the number of unprofitable products (i.e., products with negative profits per product) 

did not differ significantly between the games with and without DPO. 

Second, managers should rethink some of their pricing behavior. Interestingly, once being 

better informed about demand, managers tend to set prices that correlate less with quality. It 

is intuitively appealing that extra information opens avenues to price along attributes other 

than quality. However, such pricing seem to have been conducted to a degree such that 

profits have not been nurtured sufficiently. Managers should, therefore, carefully monitor the 

69 I note that in my experiments market research information was cost free which may inflate the observed effect 
between DR1 and profits. However, this inflation should not be significant as typical costs for DR1 are 
relatively low. 
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evolving price-quality relationship of their products. If necessary, pricing should obviously 

be adopted such that the resulting price/quality ratio fails to damage profits. 

Third, if, after all, the reason for the lack of a performance effect of DRI can be explained 

using Glazer et al. 1992's phenomenon of "locally rational decision making", one would, 

most likely, arrive at a different conclusion: In this case, managers should be trained to use 

information without getting distracted from the most performance-relevant decision variables. 

Specifically, the use of information about customers or demand should not distract managers 

from cost and profitability aspects. 

5.3 Research implications 

Although the price-quality unit of analysis has been related to market efficiency (e.g., 

Moorman 199g), there is evidence that a low price-quality correlation is not diagnostic of a 

market's inefficiency (Ratchford and Gupta 1990). I do not know exactly what the cause for 

the firms' pricing behavior may be. One explanation may entail that managers benefit from 

their knowledge about demand and/or customers' willingness to pay enabling managers to set 

prices somewhat more independently from product quality. Obviously, more research is 

needed on the issue. 

Furthermore, my findings may, in part, be due to concerns about competitive interaction 

within an industry. More precisely, competitive preemption may provide a rationale for over- 

acting. That is, over-acting in terms of new product introduction may be justified by a 

manager's fear that a competitor will otherwise occupy a certain competitive space. Thus, a 

manager may act even though he/she knows that the action itself is sub-optimal from the 

perspective of maximizing current profits. 

To which degree managerial over-acting is in fact - and should be - reflective of the desire to 

preempt competitors marks a very important and challenging research endeavor. A major 

challenge in this context will be to obtain data of reasonable quality. Among other things, 

managers are understandably reluctant to reveal such objectives as these data may be viewed 

to be indicative of antitrust violations. 

Furthermore, DRI may increase performance depending on the degree to which such 

information constitutes a competitive advantage. By constituting a competitive advantage I 
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mean that DRI won't be available for all firms. This could be investigated more closely in an 

experiment with asymmetric information. For example, a third simulation could be run 

concurrently. 

In such a set-up I would expect a performance increase for the firms that have access to DRI. 

At the same time, I should observe a null effect or a decrease of performance for those firms 

that do not have access to the information. 

To summarize, the phenomenon of over-acting is reflective of too-much-of-a-good-thing. 

Notably, while the manager does everything "right" in the consumer-domain, a firm's 

profitability and marketing productivity declines. 

As has been shown, over-acting harms firm profits and marketing productivity. Importantly, 

as indicated, the often applauded ideal of "segment size one" may turn out to be a myth as 

managers may over-segment and, thus, cause marketing's productivity to decline. In short, 

over-acting amounts to sub-optimal marketing management. 

The measurement of competition deserves also some attention in the future. The current 

findings suggest that the various indicators of competitive intensity do not correlate. 

Moreover, it seems as if the effects on competitive intensity depend on how the construct is 

measured. Obviously, more research on the issue of competitive intensity and its 

measurement is needed. 

5.4 Limitations 

In some variables, I found strong differences between the SINTO games. That is, every game 

had a certain individual dynamic which could not be explained by the factors of the analysis. 

Another limitation consists in the number of firms which was fixed and limited to three. One 

can think of oligopolistic games with more than three firms where it would be interesting to 

check if the results still hold. Further, firms could only advertise for specific products instead 

of advertising for the company (i.e., no corporate identity). 

88 



Literature 

Abramson, Charles, Imran S. Currim, Rakesh Sarin. 2005. An experimental investigation of 
the impact of information on competitive decision making. Management Science 51(2) 
195-207. 

Adams, Marjorie E., George S. Day, Deborah Dougherty. 1998. Enhancing new product 
development performance: An organizational learning perspective. The Journal of 
Product Innovation Management 15(5) 403-422. 

Ali, Abdul. 2000. The impact of innovativeness and development time on new product 
performance for small firms. Marketing Letters 11(2) 151-163. 

Armstrong, Scott J., Fred Collopy. 1996. Competitor orientation: Effects of objectives and 
information on managerial decisions and profitability. Journal of Marketing Research 
33(2) 188-199. 

Arora, Neeraj, Greg M. Allenby, James L. Ginter. 1998. A hierarchical bayes model of 
primary and secondary demand. Marketing Science 17(1) 29-44. 

Atuahene-Gima, Kwaku. 1995. An exploratory analysis of the impact of market orientation 
on new product performance. A contingency approach. Journal of Product Innovation 
Management 12 275-293. 

Becker, Otwin. 1972. Investment decisions in the management game SINTO-Market. Heinz 
Sauermann, ed. Contributions to experimental economics, Vol. 3. J. C. B. Mohr (Paul 
Siebeck), Tiibingen. 

Becker, Otwin, Tanja Feit, Vera Hofer, Ulrike Leopold-Wildburger, Susanne Lind-Braucher, 
J6rg Sch0tze, Reinhard Selten. 2003. The management game SINTO-Market- report 
on some recent experiments. Ulrike Leopold-Wildburger, Franz RendlGerhard 
W/~scher, eds. Operations research proceedings 2002: Selected papers of the 
international conference on operations research (SOR 2002) : Klagenfurt, september 
2 - 5, 2002. Springer, Berlin, Germany. 

Becker, Otwin, Reinhard Selten. 1970. Experiences with the management game SINTO- 
Market. Heinz Sauermann, ed. Contributions to experimental economics, Vol. 2. J. C. 
B. Mohr (Paul Siebeck), TObingen. 

Besanko, David, David Dranove, Mark Shanley, Scott Schaefer. 2004. Economics of strategy. 
John Wiley & Sons, New York. 

Blattberg, Robert C., Stephen J. Hoch. 1990. Database models and managerial intuition: 50% 
model + 50% manager. Management Science 36(8) 887-899. 

Bock, Darrell R. 1985. Multivariate statistical methods in behavioral research. Scientific 
Software, Inc., Chicago. 

89 



Bonanno, Giacomo, Barry Haworth. 1998. Intensity of competition and the choice between 
product and process innovation. International Journal of Industrial Organization 
16(4) 495-510. 

Boone, Jan. 2000. Competition. Discussion Paper 2000-104, Tilburg University, Center for 
Economic Research, Tilburg, The Netherlands. 

Boone, Jan. 2001. Intensity of competition and the incentive to innovate. International 
Journal of Industrial Organization 19(5) 705-726. 

Brander, James A., Jonathan Eaton. 1984. Product line rivalry. The American Economic 
Review 74(3) 323-334. 

Brodie, Roderick J., Andre Bonfrer, Justine Cutler. 1996. Do managers overreact to each 
others' promotional activity? Further empirical evidence. International Journal of 
Research in Marketing 13(4) 379-387. 

Calantone, Roger J., Jeffrey B. Schmidt, X. Michael Song. 1996. Controllable factors of new 
product success: A cross-national comparison. Marketing Science 15(4) 341-358. 

Chamberlin, E. H. 1929. Duopoly: Value where sellers are few. The Quarterly Journal of 
Economics 44(1) 63-100. 

Clark, Bruce H., David B. Montgomery. 1996. Perceiving competitive reactions: The value of 
accuracy (and paranoia). Marketing Letters 7(2) 115-129. 

Clark, Bruce H., David B. Montgomery. 1999. Managerial identification of competitors. 
Journal of Marketing 63(3) 67-83. 

Clark, Philip J., Francis C. Evans. 1954. Distance to nearest neighbor as a measure of spatial 
relationships in populations. Ecology 35(4) 445-453. 

Comanor, W. S., T. A. Wilson. 1979. The effect of advertising on competition: A survey. 
Journal of Economic Literature 17(June) 453-476. 

Conover, W. J. 1999. Practical nonparametric statistics. John Wiley & Sons, New York. 

Conover, W. J., Ronald L. Iman. 1981. Rank transformations as a bridge between parametric 
and nonparametric statistics. The American Statistician 35(3) 124-129. 

Cristol, Steven M., Peter Sealey. 2000. Simplicity marketing: End brand complexity, clutter, 
and confusion. The Free Press, NY. 

Dawes, John. 2000. Market orientation and company profitability: Further evidence 
incorporating longitudinal data. Australian Journal of Management 25(2) 173-199. 

Day, George S. 1994. The capabilities of market driven organizations. Journal of Marketing 
5$(October) 37-52. 

Day, George S. 1999. Misconceptions about market orientation. Journal of Market Focused 
Management 4(1) 5-16. 

90 



Dennis, Alan R. 1996. Information exchange and use in group decision making: You can lead 
a group to information, but you can't make it think. MIS Quarterly 20(4) 433-457. 

Deshpand6, Rohit, John U. Farley. 2004. Organizational culture, market orientation, 
innovativeness, and firm performance: An international research odyssey. 
International Journal of Research in Marketing 21(1) 3-22. 

Devaraj, Sarv, Rajiv Kohli. 2003. Performance impacts of information technology: Is actual 
usage the missing link? Management Science 49(3) 273-289. 

Dickson, Peter R., James L. Ginter. 1987. Market segmentation, product differentiation, and 
marketing strategy. Journal of Marketing 51(2) 1-10. 

Donnelly, K. P. 1978. Simulations to determine the variance and edge effect of total nearest- 
neighbour distance. I. Hodder, ed. Simulation methods in archeology. Cambridge 
University Press, Cambridge. 

Eaton, Curtis B., Richard G. Lipsey. 1975. The principle of minimum differentiation 
reconsidered: Some new developments in the theory of spatial competition. The 
Review of Economic Studies 42(1) 27-49. 

Einy, Ezra, Diego Moreno, Benyamin Shitovitz. 2002. Information advantage in Cournot 
oligopoly. Journal of Economic Theory 106(1) 151-160. 

Ferguson, Glover, Sanjay Mathur, Baiju Shah. 2005. Evolving from information to insight. 
MIT Sloan Management Review 46(2) 51-58. 

Fischer, Karl-Heinz. 1972. Advertising and price competition in the management game 
SINTO-Market. Heinz Sauermann, ed. Contributions to experimental economics, Vol. 
3. J. C. B. Mohr (Paul Siebeck), Ttibingen. 

Fombrun, Charles J. 1996. Reputation: Realizing value from the corporate image. Harvard 
Business School, Boston. 

Foreman, Stephen Earl, Dennis G. Shea. 1999. Publication of information and market 
response: The case of airline on  time performance reports. Review of Industrial 
Organization 14(2) 147-162. 

Frambach, Ruud T., Jaideep Prabhu, Theo M. M. Verhallen. 2003. The influence of business 
strategy on new product activity: The role of market orientation. International Journal 
of Research in Marketing 20(4) 377-397. 

Francese, Peter. 1995. Managing market information. American Demographics 17(9) 56-61. 

Friedman, Milton. 1937. The use of ranks to avoid the assumption of normality implicit in the 
analysis of variance. Journal of the American Statistical Association 32(200) 675-701. 

Gal-Or, Esther. 1987. First mover disadvantages with private information. The Review of 
Economic Studies 54(2) 279-292. 

91 



Gal-Or, Esther. 1988. The advantages of imprecise information. The RAND Journal of 
Economics 19(2) 266-275. 

Gatignon, Hubert. 1984. Competition as a moderator of the effect of advertising on sales. 
Journal of Marketing Research 21(November) 387-398. 

Glazer, Rashi. 1991. Marketing in an information-intensive environment: Strategic 
implication of knowledge as an asset. Journal of Marketing 55(4) 1-19. 

Glazer, Rashi, Joel H. Steckel, Russell S. Winer. 1989. The formation of key marketing 
variable expectations and their impact on firm performance: Some experimental 
evidence. Marketing Science 8(1) 18-34. 

Glazer, Rashi, Joel H. Steckel, Russell S. Winer. 1992. Locally rational decision making: The 
distracting effect of information on managerial performance. Management Science 
38(2) 212-226. 

Gourville, John T, Dilip Soman. 2005. Overchoice and assortment type: When and why 
variety backfires. Marketing Science 24(3) 382-395. 

Greenberg, Jerald. 1987. The college sophomore as guinea pig: Setting the record straight. 
Academy of Management Review 12(1) 157-159. 

Greenhouse, S. W., S. Geisser. 1959. On methods in the analysis of profile data. 
Psychometrika 32(3) 95-112. 

Han, Jin K., Namwoon Kim, Rajendra K. Srivastava. 1998. Market orientation and 
organizational performance: Is innovation a missing link? Journal of Marketing 62(4) 
30-45. 

Hart, Susan, Adamantios Diamantopoulos. 1993. Marketing research activity and company 
performance: Evidence from manufacturing industry. European Journal of Marketing 
27(5) 54-72. 

Hart, Susan, Nikolaos Tzokas. 1999. The impact of marketing research activity on SME 
export performance: Evidence from the UK. Journal of Small Business Management 
37(2) 63-75. 

Heil, Oliver P., Kristiaan Helsen. 2001. Toward an understanding of price wars: Their nature 
and how they erupt. International Journal of Research in Marketing 18(1-2) 83-98. 

Heil, Oliver P., Arlen W. Langvardt. 1994. The interface between competitive market 
signaling and antitrust law. Journal of Marketing 58(3) 81-96. 

Heil, Oliver P., David B. Montgomery. 2001. Introduction to the special issue on competition 
and marketing. International Journal of Research in Marketing 18(1/2) 1-3. 

Hilton, Ronald W. 1981. The determinants of information value: Synthesizing some general 
results. Management Science 27(1 ) 57-64. 

92 



Honomichl, Jack. 2005. Strong progress: U.S. Research firms see healthy growth in '04. 
Marketing News. Honomichl Top 50. 2005 Business report on the marketing research 
industry, American Marketing Association (ed.). 

Hotelling, Harold. 1929. Stability in competition. The Economic Journal 39(153) 41-57. 

Huck, Steffen, Hans-Theo Normann, J6rg Oechssler. 1999. Learning in Coumot oligopoly - 
an experiment. The Economic Journal 109(March) C80-C95. 

Huck, Steffen, Hans-Theo Normann, J6rg Oechssler. 2000. Does information about 
competitors' actions increase or decrease competition in experimental oligopoly 
markets? International Journal of Industrial Organization 18(1) 39-57. 

Huynh, Huynh. 1978. Some approximate tests for repeated measurement designs. 
Psychometrika 43 161-175. 

Huynh, Huynh, Leonard S. Feldt. 1970. Conditions under which mean square ratios in 
repeated measurements designs have exact F-distributions. Journal of the American 
Statistical Association 65(332) 1582-1589. 

Huynh, Huynh, Leonard S. Feldt. 1976. Estimation of the box correction for degrees of 
freedom from sample data in randomized block and split-plot designs. Journal of 
Educational Statistics 1 (1) 69-82. 

Iman, Ronald L., Stephen C. Hora, W. J. Conover. 1984. Comparison of asymptotically 
distribution-free procedures for the analysis of complete blocks. Journal of the 
American Statistical Association 79(387) 674-685. 

Iyer, Ganesh, David Soberman. 2000. Markets for product modification information. 
Marketing Science 19(3) 203-225. 

James, G. S. 1951. The comparison of several groups of observations when the ratios of the 
population variances are unknown. Biometrika 38(3/4) 324-329. 

Jaworski, Bemard J., Ajay K. Kohli. 1993. Market orientation: Antecedents and 
consequences. Journal of Marketing 57(3) 53-70. 

Johansen, Soren. 1980. The welch-james approximation to the distribution of the residual sum 
of squares in a weighted linear regression. Biometrika 67(1) 85-92. 

Kahneman, Daniel, Amos Tversky. 1979. Prospect theory: An analysis of decision under risk. 
Econometrica 47(2) 263-291. 

Kenward, Michael G., James H. Roger. 1997. Small sample interence for fixed effects from 
restricted maximum likelihood. Biometrics 53(3) 983-997. 

Keppel, Geoffrey. 1991. Design and data analysis: A researcher's handbook. Prentice Hall, 
Englewood Cliffs, New Jersey. 

93 



Keselman, H.J., James Algina, Rhonda K. Kowalchuk. 2000. Graphical procedures, SAS' 
PROC MIXED, and tests of repeated measures effects. The American Statistician 
54(2) 157-158. 

Keselman, H.J., James Algina, Rhonda K. Kowalchuk. 2001. The analysis of repeated 
measures designs: A review. British Journal of Mathematical & Statistical Psychology 
54 1-20. 

Keselman, H.J., James Algina, Rhonda K. Kowalchuk. 2002. A comparison of data analysis 
strategies for testing omnibus effects in higher-order repeated measures designs. 
Multivariate Behavioral Research 37(3) 331-357. 

Keselman, H.J., James Algina, Rhonda K. Kowalchuk, Russell D. Wolfinger. 1999. The 
analysis of repeated measurements: A comparison of mixed-model Satterthwaite F 
tests and a nonpooled adjusted degrees of freedom multivariate test. Communications 
in Statistics - Theory and Methods 28 2967-2999. 

Kohli, Ajay K., Bernard J. Jaworski. 1990. Market orientation: The construct, research 
propositions, and managerial implications. Journal of Marketing 54(2) 1-18. 

Kowalchuk, Rhonda K., H.J. Keselman, James Algina, Russell D. Wolfinger. 2004. The 
analysis of repeated measurements with mixed-model adjusted F tests. Educational 
and Psychological Measurement 64(2) 224-242. 

Kruskal, William H., W. Allen Wallis. 1952. Use of ranks in one-criterion variance analysis. 
Journal of the American Statistical Association 47(260) 583-621. 

Kyriakopoulos, Kyriakos, Christine Moorman. 2004. Tradeoffs in marketing exploitation and 
exploration strategies: The overlooked role of market orientation. International 
Journal of Research in Marketing 21(3) 219-240. 

Lancaster, Kelvin. 1975. Socially optimal product differentiation. The American Economic 
Review 65(4) 567-585. 

Lancaster, Kelvin. 1990. The economics of product variety: A survey. Marketing Science 9(3) 
189-206. 

Langerak, Fred. 2001. Effects of market orientation on the behaviors of salespersons and 
purchasers, channel relationships, and performance of manufacturers. International 
Journal of Research in Marketing 18(3) 221-234. 

Lant, Theresa K., David B. Montgomery. 1992. Simulation games as a research method for 
studying strategic decision making: The case of MARKSTRAT. Research Paper 1242, 
Graduate School of Business, Stanford University, Stanford, CA. 

Larr6ch6, Jean-Claude, Hubert Gatignon. 1977. MARKSTRAT." A marketing simulation game. 
Scientific Press, Palo Alto, CA. 

Larr6ch6, Jean-Claude, Hubert Gatignon. 1990. Markstrat2. Scientific Press, San Francisco. 

94 



Latour, Stephen A., Paul W. Miniard. 1983. The misuse of repeated measures analysis in 
marketing research. Journal of Marketing Research 20(February) 45-57. 

Lawrence, David B. 1987. The assessment of the expected value of information in the binary 
decision model. Managerial and Decision Economics 8(4) 301-306. 

Leeflang, Peter S.H., Dick R. Wittink. 1996. Competitive reaction versus consumer response: 
Do managers overreact? International Journal of Research in Marketing 13(2) 103- 
119. 

Leopold-Wildburger, Ulrike, Susanne Lind-Braucher. 2001. The management game SINTO- 
Market. Working paper 6/2001, University of Kalmar, Kalmar, Sweden. 

Littell, R. C., P. R. Henry, C. B. Ammerman. 1998. Statistical analysis of repeated measures 
data using SAS procedures. Journal of Animal Science 76 1216-1231. 

Littell, Ramon. C., George A. Milliken, Walter W. Stroup, Russell D. Wolfinger. 1996. SAS 
system for mixed models. SAS Institute Inc., Cary, NC. 

Little, John D. C. 1979. Decision support systems for marketing managers. Journal of 
Marketing 43(3) 9-26. 

Lodish, Leonard M. 1971. Callplan: An interactive salesman's call planning system. 
Management Science 18(4) 25-40. 

Lukas, Bryan O., O.C. Ferrell. 2000. The effect of market orientation on product innovation. 
Journal of the Academy of Marketing Science 28(2) 239-247. 

Marinova, Detelina. 2004. Actualizing innovation effort: The impact of market knowledge 
diffusion in a dynamic system of competition. Journal of Marketing 68(3) 1-20. 

Massey, Cade, George Wu. 2005. Detecting regime shifts: The causes of under- and 
overreaction. Management Science 51(6) 932-947. 

Max, Ludo, Patrick Onghena. 1999. Some issues in the statistical analysis of completely 
randomized and repeated measures designs for speech, language, and hearing research. 
Journal of Speech, Language, and Hearing Research 42(April) 261-270. 

Meagher, Kieron J., Klaus G. Zauner. 2004. Product differentiation and location decisions 
under demand uncertainty. Journal of Economic Theory 117(2) 201-216. 

Menon, Anil, P. Rajan Varadarajan. 1992. A model of marketing knowledge use within firms. 
Journal of Marketing 56(4) 53-71. 

Moorman, Christine. 1995. Organizational market information processes: Cultural 
antecedents and new product outcomes. Journal of Marketing Research 32(3) 318- 
335. 

Moorman, Christine. 1998. Market-level effects of information: Competitive responses and 
consumer dynamics. Journal of Marketing Research 35(1) 82-98. 

95 



Moorman, Christine, Rex Du, Carl F. Mela. 2005. The effect of standardized information on 
firm survival and marketing strategies. Marketing Science 24(2) 263-274. 

Moorman, Christine, Rebecca J. Slotegraaf. 1999. The contingency value of complementary 
capabilities in product development. Journal of Marketing Research 36(2) 239-257. 

Naik, Prasad A., Kalyan Raman, Russell S. Winer. 2005. Planning marketing-mix strategies 
in the presence of interaction effects. Marketing Science 24(1) 25-34. 

Narver, John C., Stanley F. Slater. 1990. The effect of a market orientation on business 
profitability. Journal of Marketing 54(4) 20-35. 

Nelson, Richard R., Sidney G. Winter Jr. 1964. A case study in the economics of information 
and coordination: The weather forecasting system. The Quarterly Journal of 
Economics 78(3) 420-441. 

Noble, Charles H., Rajiv K. Sinha, Ajith Kumar. 2002. Market orientation and alternative 
strategic orientations: A longitudinal assessment of performance implications. Journal 
of Marketing 66(4) 25-39. 

Ottum, Brian D., William L. Moore. 1997. The role of market information in new product 
success/failure. The Journal of Product Innovation Management 14(4) 258-273. 

Pasa, Mehmet, Steven M. Shugan. 1996. The value of marketing expertise. Management 
Science 42(3) 370-388. 

Ponssard, Jean-Pierre. 1976. On the concept of the value of information in competitive 
situations. Management Science 22(7) 739-747. 

Raju, Jagmohan S., Abhik Roy. 2000. Market information and firm performance. 
Management Science 46(8) 1075-1084. 

Rao, Poduri S.R.S. 1997. Variance components estimation. Mixed models, methodologies and 
applications. Chapman & Hall, London. 

Ratchford, Brian T., Pola Gupta. 1990. On the interpretation of price-quality relations. 
Journal of Consumer Policy 13(4) 389-411. 

Reinfeldt, Manfred. 1972. Product differentiation in the management game SINTO-Market. 
Heinz Sauermann, ed. Contributions to experimental economics, Vol. 3. J. C. B. Mohr 
(Paul Siebeck), Ttibingen. 

Repo, Aatto J. 1989. The value of information: Approaches in economics, accounting, and 
management science. Journal of The American Society for Information Science 40(2) 
68-85. 

Richter, Scott J., Mark E. Payton. 1999. Nearly exact tests in factorial experiments using the 
aligned rank transform. Journal of Applied Statistics 26(2) 203-217. 

96 



Rodriguez Cano, Cynthia, Francois A. Carrillat, Fernando Jaramillo. 2004. A meta-analysis of 
the relationship between market orientation and business performance: Evidence from 
five continents. International Journal of Research in Marketing 21(2) 179-200. 

Sandvik, Izabela Leskiewicz, Kare Sandvik. 2003. The impact of market orientation on 
product innovativeness and business performance. International Journal of Research 
in Marketing 20(4) 355-376. 

Sarvary, Miklos, Philip M. Parker. 1997. Marketing information: A competitive analysis. 
Marketing Science 16(1) 24-38. 

SAS Institute Inc. 2005. SAS OnlineDoc| 9.1.3. SAS Institute Inc., Cary, NC. 

Schlittgen, Rainer. 1993. Einfi~hrung in die Statistik: Analyse und Modellierung von Daten. 
Oldenbourg, Mtinchen. 

Selten, Reinhard. 2002. Remarks about Karl Otwin Becker. Central European Journal of 
Operations Research 10(3) 187-190. 

Slater, Stanley F., John C. Narver. 1994. Does competitive environment moderate the market 
orientation-performance relationship? Journal of Marketing 58(1) 46-55. 

Slater, Stanley F., John C. Narver. 1995. Market orientation and the learning organization. 
Journal of Marketing 59(3) 63-74. 

Soberman, David A. 2004. Research note: Additional learning and implications on the role of 
informative advertising. Management Science 50(12) 1744-1750. 

Strieter, Jeffrey C., Kevin G. Celuch, Chickery J. Kasouf. 1999. Market-oriented behaviors 
within organizations: An individual-level perspective. Journal of Marketing 7(2) 16- 
26. 

Teplensky, Jill D., John R. Kimberly, Alan L. Hillman, J. Sanford Schwartz. 1993. Scope, 
timing and strategic adjustment in emerging markets:. Strategic Management Journal 
14(7) 505-527. 

Thompson, G. L., L. P. Ammann. 1990. Efficiencies of interblock rank statistics for repeated 
measures designs. Journal of the American Statistical Association 85(410) 519-528. 

Todd, Peter, Izak Benbasat. 1992. The use of information in decision making: An 
experimental investigation of the impact of computer-based decision aids. MIS 
Quarterly 16(3) 373-392. 

Van Bruggen, Gerrit H., Ale Smidts, Berend Wierenga. 1996. The impact of the quality of a 
marketing decision support system: An experimental study. International Journal of 
Research in Marketing 13(4) 331-343. 

Van Bruggen, Gerrit H., Ale Smidts, Berend Wierenga. 1998. Improving decision making by 
means of a marketing decision support system. Management Science 44(5) 645-658. 

97 



Van Bruggen, Gerrit H., Ale Smidts, Berend Wierenga. 2001. The powerful triangle of 
marketing data, managerial judgment, and marketing management support systems. 
European Journal of Marketing 35(7/8) 796-814. 

Verbeke, Geert, Geert Molenberghs. 2000. Linear mixed models for longitudinal data. 
Springer, New York. 

Weitz, Barton A. 1985. Introduction to special issue on competition in marketing. Journal of 
Marketing Research 22(3) 229-236. 

Weitzman, Martin L. 1992. On diversity. The Quarterly Journal of Economics 107(2) 363- 
405. 

Welch, B. 1951. On the comparison of several mean values: An alternative approach. 
Biometrika 38(3/4) 330-336. 

Wierenga, Berend, Peter A. M. Oude Ophuis. 1997. Marketing decision support systems: 
Adoption, use, and satisfaction. International Journal of Research in Marketing 14(3) 
275-290. 

Wierenga, Berend, Gerrit H. Van Bruggen, Richard Staelin. 1999. The success of marketing 
management support systems. Marketing Science 18(3) 196-207. 

Zellner, Arnold. 1996. An introduction to Bayesian inference in econometrics. John Wiley & 
Sons, New York. 

98 



Appendix 

A.1 Information manipulation 

In Scenario 1, firms were given the only qualitative information about the demand function. 

I.e., they were told that demand for a brand/product is increased by higher advertising 

expenditures for the brand, a higher package quality, or lower prices. They were also told that 

most customers prefer products with medium levels of grainedness (r) and tartness (s) while 

some customers prefer extreme levels of either attribute. Firms were informed that customers 

do not like frequent changes of a product's attributes or price. Roughly speaking, the firms in 

Scenario 1 had the following idea of the demand function: 

D = f (Pown, Pcomp, Adown, Adcomp, rown, rcomp, Sown, Stomp, qown, qcomp, t, Past) 

where Pown denotes a firm's own price, Pcomp its competitors' prices, Ad denotes advertising 

expenditures, r and s stand for the product characteristics tartness and grainedness, and q 

stands for the package quality, t relates to the market potential while Past refers to prior 

decisions. 

Scenario 2 comprised the same information as Scenario 1. Additionally, subjects in Scenario 

2 were told that all firms were in possession of a market research tool enabling them to 

forecast demand. To generate forecasts, every firm was supplied with a notebook containing 

the programmed demand function. 
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A.2 Demand function of the SINTO simulation 

The demand function that was revealed in the form of a demand forecast program to the three 

firms in the Scenario 2 condition is the following: 
, , 

= - ~ p j - . 3 2 ( p j - ~ ) +  Qj + Q j - Q ) + . 1 6 5 0 6 2  f ( t ) (  + . ~ ? / j - M )  s'g~ 
n n 

X = ~ x j  
J 

with 

xj : primary demand for product j (units) 

X : total primary demand for all products (units) 

f (t) : function of time period (t = 1,2 ..... 15) 

Fj : function of number of products, location of product j and existence of similar products, 

305 
with : Fj = ~ + Zj (for a definition of Zj see section on ECP below) 

n 
Qj : function of quality of product j relative to quality of other products 

)(4j �9 function of past and present Ad, P, r, s, q. 

Ceteris paribus, primary demand is higher for moderate values of r and s and lower for 

extreme values of r and s (see also the term h(r,s) in the section on the exhaustion of 

customer preferences). TM 

In the scenario 2 condition of my experiments, the firms had to enter their own decisions 

regarding products, product attributes (tartness, grainedness), quality, price, and advertising 

expenditures as well as - from their firm's point of view - the most likely decisions of their 

competitors. The forecast was automatically generated when input variables were set (see 

also section A.3). In the first period, firms could only guess their competitors' most likely 

decisions since there was no past to base any assumptions on. After the first period was 

played and the firms were aware of what their competitors had decided for, they could correct 

their assumptions and plan the following period. This procedure was repeated for every 

period. 

70 The distribution of customers is similar to a two-dimensional normal distribution which has its maximum at 
(r=7, s=6). 
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A.3 Representa t ion  of  DRI  in scenario  2 condi t ion  

DRI was presented to the subjects in scenario 2 condition in the following form: 

~atei ~earbeiten _Ansicht EinfOgen Format Ex_tra$ Oaten F_enster .7_ Acro~t 

E6 

A B C D E l F 
t Io erao 9emo move 
1 im Markt ja �9 ja nein nein 

Neu? ja �9 ja nein nein 
r 7 4 
s 6 4 
, 7 4 / ...... ! 
p 900 870 
W 8OOOO 2OOOO 

, ,10 ,, F X U ~ ~  ~ l ~  

G H I J K L 
orbo tone mane rime game aide 
nein nein nein nein nein nein 
nein nein 

M N C 
bona inda fan 

ja nein 
j= 
7 
7 
2 

799 
5OOOO 

-396,50B38 #WERT! Er~r~chfrage -428,78058 -490,33 ~WVERT! #~/ERT! fNVERT! #WERT! #WERT! #~VERT! ~NVERT! #WERT! 

nein nein nein nein nein nein nein nein 2 im Markt ja ja 
Neu? nein nein 

r 7 4 
s 6 4 
q 7 5 
p 900 700 

W 70000 60000 

ja ja 
nein ja 

7 2 
7 7 
2 5 

799 B7O 
40000 20000 

-213,98693 -283,5 ~WVE Erstnechfrage -236,53208 -149,57 #WERT! ~VERT! #WERT! #WERT! ~A~/'ERT! #~/'ERT! ~WVERT! #%MSRT! 

3 im Markt ja ja ja 
Neu? nein nein ja 

r 7 7 4 
s 6 6 4 
q 8 7 5 
p 900 900 700 

W 501300 70000 60000 

ja ja 
nein nein 

7 8 
7 1 
2 4 

830 870 
35000 5000 

513,67373 400,98 #WE 464,57327 253,896 B22,522 ~NVERT! #WERT! #r ~/ERTW #~VERT! ~WVERT! #WERT! 
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A.4 Exhaustion of customer preferences 

The exhaustion of customer preferences (ECP) tells us what percentage of the potential 

customers is covered by the current product assortment. ECP is only determined by the 

product characteristics of the existing products and the customers' preferences for r-s 

combinations. It is independent of prices, quantities, advertising, or quality. The assumption is 

that a customer with preferences (ro, So) for the attributes tartness (r) and grainedness (s) 

would also buy a product at a location different from his preferred one if it is not too far away 

from his ideal location. I.e., a customer with preference (ro, So) would buy any product with 

characteristics (r j ,  s j )  if I r o - rj l< 3 and Is  o - sj l< 3. 

E C P -  j 
6.95 

~ , ~  z j ( r ,  s) . h(r,  s) 
Z j  = z ( r , s )  

r=0 s=0 

z j ( r , s )  = max(0;3-  max([ r -  rj I;I s - sj I)) 

z ( r , s )  = max(l; ~ z j ( r , s ) )  
j= l  

h(r , s )  denotes the attractivity of location (r,s) for customers. For each (r ,s) ,  h(r , s )  can 

adopt values between 4 (for any (r , s )  with r=0) and 11 (for (r , s )  with r=7 and s=6). The 

sum of h(r , s )  over all r and s is 695. 

z j ( r , s )  defines the ability of product j to attract customers with preferences (r ,s) .  It can 

adopt values from 0 (if product j is too far away from ( r , s ) )  to 3 (if product j is exactly 

located at ( r , s ) ) .  By "too far", I mean that max{l r - rj I;I s - sj I} > 2. That is, a customer 

who likes products with characteristics r0 and so would not buy a product p with 

characteristics rp and s o if I r 0 - rp I_> 3 or t s o - s p [> 3. The ability of product j to attract 

customers located at (r ,s )  increases with decreasing distance between j and (r , s )  (measured 

as max{I r -  rj I;I s -  sj l} > 2).  
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z(r,s) can be interpreted as the overall ability of all existing products to attract demand 

centered at (r,s). By definition, its minimum value is 1 (if all products are far away from 

(r,s), or, if Zg(r,s) is 0 for every product j and a specific (r,s)). The maximum value is 3n, 

if all n products are located exactly at (r,s) so Zg(r,s)=3 for every product j=l ..... n. 

The ratio of Zg(r, s) and z(r,s) is the ability of product j relative to all products to attract 

customers at (r,s). 

The ratio can adopt the value "1" if product j is located exactly at (r,s) and the no other 

products are located nearby. It adopts 3/3n = 1/n if all products are located at (r,s) or if all 

products are located at the same point somewhere close to (r,s). If product j is far away from 

(r ,s) ,  the ratio is 0 no matter where other products are located. If product j is close to (r,s) 

and some (but not all) other products are also located close to (r,s), the ratio will adopt any 

value between 0 and l, relative to the distances of the products to (r ,s) .  

The ratio of Zg(r,s) and z(r,s) is weighted by h(r,s). The weight h(r,s) is higher when the 

location is close to (r=7,s-6). In other words, extreme product characteristics have lower 

weights than moderate product characteristics. The ratio of Zg(r, s) and z(r,s) multiplied by 

h(r,s) can adopt a maximum value of 11 (for (r=7,s=6) if only one product is located there 

and no competing products are close), and a minimum value of 0. 

Zj denotes the sum of [ Zg(r, s) / z(r,s) ]* h(r,s) across all r and s. It can be interpreted as 

the ability of product j to attract customers relative to other products at any location in the 

whole market. The attractivity of a location (r,s) depends on customers' preferences for the 

product characteristics r and s. The maximum value that any Zj can have is 235 (if j is 

located at (r=7,s=6) and the only product in the market). 

When two products j and k are located at the same spot, the sum of Zj and Z k equals the 

value of Zj ifj  is a monopolist. 
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The sum of Zj for all products j=l ..... n can achieve a maximum of 695 which is the sum of 

h(r,s) across all r and s. That is, if the products are located in a way that all customers will 

find a product close to their personal preferences, the sum of Zj (j=l ..... n) will be 695. 

Hence, the exhaustion of customer preferences is defined as the sum of Zj (j= 1 ..... n) divided 

by 6,95. The result tells us what percentage of the potential customers is covered by the 

current product assortment. In the following, this percentage will be called "exhaustion of 

customer preferences (ECP)". Please note that ECP is only determined by the product 

characteristics of the existing products and the customers' preferences for r-s combinations. It 

is independent of prices, quantities, advertising, and quality. 
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A.5 SAS PROC MIXED data analysis (SAS program code) 

proc mixed data=&d eovtest maxiter=1200 method=REML; 

title 'proe mixed' & y " ;  

class scenario period game_no; 

model &y = scenario I period / outp=predicted s ddfm=kenwardroger ; 

repeated period / type=ar(1) subject=game_no ; 

contrast 'overall linear' period -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 ; 

contrast 'scenario x linear' scenario*period 

-7 -6 -5 -4 -3 -2-1 0 1 2 3 4 5 6 7 

76  5 43  2 1 0-1 -2 -3 -4 -5 -6 -7; 

contrast 'overall quadratic' period 

0.4722703 0.2698678 0.0986059 -0.041518 -0.150504 -0.22835 -0.275059 -0.290628 - 

0.275059 -0.22835 -0.150504 -0.041518 0.0986059 0.2698687 0.4722703; 

contrast 'scenario x quadratic' scenario*period 

0.4722703 0.2698678 0.0986059 -0.041518 -0.150504 -0.22835 -0.275059 -0.290628 - 

0.275059 -0.22835 -0.150504 -0.041518 0.0986059 0.2698687 0.4722703 

-0.4722703 -0.2698678 -0.0986059 0.041518 O. 150504 0.22835 0.275059 0.290628 0.275059 

0.22835 0.150504 0.041518 -0.0986059 -0.2698687 -0.4722703; 

contrast 'overall cubic' period 

-0.456256-0.065179 0.1754832 0.2908008 0.3058422 0.2456765 0.1353728 0.0-0.135373 - 

0.245677 -0.305842 -0.290801 -0.175483 0.0651795 0.4562564; 

contrast 'scenario x cubic' scenario*period 

-0.456256-0.065179 0.1754832 0.2908008 0.3058422 0.2456765 0.1353728 0.0-0.135373 - 

0.245677 -0.305842 -0.290801 -0.175483 0.0651795 0.4562564 

0.456256 0.065179 -0.1754832 -0.2908008 -0.3058422 -0.2456765 -0.1353728 0.0 0.135373 

0.245677 0.305842 0.290801 0.175483 -0.0651795-0.4562564; 

run; 
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ESSAY II: Spatial Product Differentiation 

Abstract 

The degree of product differentiation of a market is diagnostic of the similarity or 

dissimilarity of products. It indicates whether products are substitutable or differentiated and 

therefore constitutes a useful measure of a market's competitive intensity. The 

substitutability of products appears to be an appropriate measure of product differentiation. 

However, its operationalization proves rather complex, especially when it comes to the 

comparison of product differentiation over time or across markets. 

In the present paper, I discuss and develop measures of product differentiation in a 

multidimensional characteristics space (or in a Hotelling-type market). After specifying the 

requirements a measure of product differentiation should satisfy, I investigate a number of 

avenues to measure product differentiation. Interestingly, I am able to illustrate that popular 

distance measurement functions such as the sum of Euclidean distances or the sum of City 

Block distances contradict basic notions of product differentiation and therefore contradict the 

above requirements. Further, I discuss the potential of Weitzman's measure of diversity to 

validly measure product differentiation. I offer a transformation of Weitzman's diversity 

measure which may turn it into a useful measure of product differentiation. Further, I apply 

spatial pattern analysis, a technique frequently used in botany, geostatistics, forestry and other 

research disciplines. From this starting point, I present several indices, functions and statistics 

based on nearest neighbor distances and discuss their ability to describe product 

differentiation in the marketing discipline. 
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I. Introduction 

1.1 Motivation 

A market's product differentiation is reflective of the similarity or dissimilarity of products 

marketed. If product differentiation takes place along spatial dimensions, e.g., geographical 

dimensions or product characteristics, the degree of product differentiation results from 

products' spatial locations. Classic and recent research investigates equilibria due to 

differentiation (e.g., Eaton and Lipsey 1975; Hotelling 1929). Existing research indicates that 

a generally valid equilibrium of product differentiation does not exist. Further, equilibria 

represent long term solutions, which do not have to be met in the short run. Therefore, an 

important task consists in investigating the actual degree of product differentiation of a 

market, apart from showing what would be optimal in the long run. 

Assessing the degree of product differentiation can prove complex, especially when the 

number of dimensions along which products are differentiated is large. The substitutability of 

products appears to be an appropriate measure of product differentiation. However, its 

operationalization in a spatial market context is not straightforward. Lancaster 1975 notes 

that "the greatest single obstacle in the path of formal analysis of product differentiation is 

that of making quantitative comparisons between goods which are not identical". 

In the present paper I aim to develop a measure of product differentiation that enables 

comparisons over time and across industries. Starting from a Hotelling/Lancaster-type 

market, I investigate a number of avenues to assess the degree of product differentiation in a 

multidimensional characteristics space. For reasons of parsimonious modelling, I compare 

basic and intuitively appealing product locations in spatial markets in terms of their degree of 

product differentiation. Interestingly, I am able to show that popular distance measurement 

functions such as the sum of Euclidean distances or the sum of City Block distances 

contradict basic notions of product differentiation. Next, I aim to develop a measure of the 

degree of product differentiation. The measure should permit to assess the actual product 

differentiation in a given market and compare its level of product differentiation across time 

and industries. The current paper discusses the potential of Weitzman's diversity measure 

(Weitzman 1992) and spatial pattern analysis to validly measure product differentiation. 
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1.2 Course of analysis 

The remainder of the paper is organized as follows: Section two briefly reviews parts of the 

literature on product differentiation. Section three addresses the issue of measuring product 

differentiation in a multidimensional characteristics space. In section four I postulate some 

requirements a measure of product differentiation should satisfy. Section five contains an 

investigation of measures of product differentiation. I investigate measurement functions 

such as the sum of Euclidean distances or the sum of City Block distances and show that they 

contradict basic notions of product differentiation. Next, I present Weitzman's measure of 

diversity and point out why it is inappropriate for measuring product differentiation. As a 

potential solution to the problem, I offer a transformation of Weitzman's measure. Further, I 

review the area of spatial pattern analysis, introduce nearest neighbor measures applied in 

other research fields (botany, forestry, geostatistics etc.), and discuss their ability to measure 

product differentiation in marketing. A conclusion and a discussion of results in section six 

conclude the paper. 
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11 O n  the  c o n c e p t  of  p r o d u c t  d i f f e r e n t i a t i o n  

2.1 Defining product differentiation 

The degree of product differentiation of a market is diagnostic of the similarity or 

dissimilarity of products. It indicates whether products are substitutable versus differentiated 

and therefore constitutes a useful measure of a market's competitive intensity (see Raju and 

Roy 2000; Smith 1995). Products can be considered more substitutable with increasing 

similarity. Hence, product dissimilarity or product differentiation can be seen as an inverse 

analogon of product substitutability. 

According to Lancaster 1975, product differentiation exists when there is a variety of similar 

but not identical goods within a product class. This definition clarifies the difference between 

the terms "differentiation" and "diversification". While differentiation takes place within a 

product class (Lancaster 1975), the term diversification includes activities in more than one 

product class, business segment or geographic segment (e.g., Hoopes 1999). 71 Similarly, 

Dickson and Ginter 1987 define product differentiation as "a state in which all products are 

not perceived as equal on each of the product characteristics, including price" (Dickson and 

Ginter 1987, p. 5). At the same time, product differentiation can be used to describe a 

management strategy (Dickson and Ginter 1987; Smith 1956; Smith 1995) which is pursued 

by "offering a product that is perceived to differ from the competing products on at least one 

element of the vector of physical and nonphysical product characteristics. [...] [T]his strategy 

may be pursued through product design in specification of actual product characteristics 

and/or through advertising directed at establishing perceptions of both physical and 

nonphysical product characteristics" (Dickson and Ginter 1987, p. 6). Hence, the 

dimension(s) along which products are differentiated can entail observable or perceived, 

intangible attributes (e.g., Anderson et al. 1992; Dickson and Ginter 1987), even meaningless 

attributes (Carpenter et al. 1994). Chamberlin 1962 notes that "virtually all products are 

differentiated, at least slightly, and that over a wide range of economic activity differentiation 

is of considerable importance" (p. 57). The consequences of a product differentiation strategy 

consist in separating between the customers you want and the customers you do not want 

(Soberman 2003). The benefits from a product differentiation strategy consist in the 

establishment of a firm's market position and/or the protection against price competition 

(Smith 1995). Dickson and Ginter 1987 comment on the difference between product 

7~ The diversification across business segments is considered the "unrelated" component of diversification, 
whereas the diversification within a segment is the "related" component (e.g., Palepu 1985). 
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differentiation and segmentation, arguing that product differentiation is a necessary 

requirement for a market segmentation strategy, while a strategy of product differentiation 

does not need the existence of market segments. 

Products can be horizontally and vertically differentiated (e.g., Anderson et al. 1992). 

Horizontal differentiation implies that none of the differentiated products is objectively better 

than competing products. Moreover, it depends on the individual consumer's preference 

which product he/she prefers. Consequently, two horizontally differentiated products with 

equal prices both enjoy positive demand (e.g., Bonanno and Haworth 1998). In the contrary 

case, a product is vertically differentiated when it is clearly better than other products 

(Besanko et al. 2004). The latter holds especially true for product quality (Lancaster 1990) 

since all consumers prefer a higher quality (although the willingness to pay may differ across 

consumers). Thus, given equal prices, only one of two vertically differentiated products will 

enjoy positive demand - the product with the higher quality (e.g., Bonanno and Haworth 

1998). The following work refers to the form of horizontal differentiation. 

2.2 Spatial and non-spatial models of product differentiation 

The two most important streams of research comprise (spatial) address models (Hotelling 

1929; Lancaster 1975) and (non-spatial) non-address models (Chamberlin 196272) of product 

differentiation. 73 Address models assume that every product can be described by its "address" 

in a characteristics space, i. e., every product is a bundle of attributes and levels thereof. 

Consumers can likewise be described by their locations (addresses) within the characteristics 

space. Consumers' locations represent their ideal points in the characteristics space. Ideal 

points are usually assumed to differ across consumers because, if all consumers had the same 

ideal point, there would be no product differentiation. The closer two products are within the 

space the more substitutable they are. 

Non-address models assume that consumers have a subset of preferred goods within the 

product space (instead of an address representing their ideal point). This can be interpreted by 

consumers' variety seeking behavior which applies mostly for fast moving consumer goods 

(as opposed to durables). 

72 The definition of product differentiation by Chamberlin 1962 entails that consumers consider more factors 
than just price when making a product choice. Consequently, in a market with many competitors, a single 
competitor's price cut will not force other sellers to cut prices either. 

73 See also Anderson et ai. 1992 for a detailed comparison of address and non-address models of product 
differentiation. 
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The focus of the current investigation directs to the group of spatial models because they 

seem the most appropriate to assessing product differentiation in a characteristics space. 

In a seminal work, Hotelling 1929 models product differentiation as an endogenous market 

process. Hotelling's market is represented by a straight line (e.g., the main street of a city). 

Products can be located along this line while their degree of differentiation is measured by 

their distance. Consumers are uniformly distributed along the line. A customer's preference 

for a product is determined by its price and the customer's transportation costs TM only. The 

transportation costs depend on the distance between the customer's location and the product. 

Transportation costs determine whether a single firm can serve the whole market (Gupta et al. 

2004). Contingent on transportation costs, firms will prefer to offer more similar products 

i.e., to move close to each other, or to differentiate more. Originally, Hotelling assumed 

linear transportation costs and arrived at a solution of minimal differentiation. Eaton and 

Lipsey 1975 examine the robustness of Hotelling's result and identify five assumptions that 

seem critical to the result of minimal differentiation: The nature of consumers' demand, the 

number of firms (restricted to two), a zero conjectural variation, i.e., the absence of 

conjectures of a firm with respect to the behavior of the other firm, the nature of the market 

(linear with boundaries), and the even distribution of customers thoughout the market. There 

are several pieces of research that alter some of Hotelling's assumptions (e.g., transportation 

costs, sequence of firm decisions, demand uncertainty, distribution of customers, 

dimensionality and shape of competitive space). According to Brenner 2001, firms can 

influence consumers' transportation costs by offering more general products (e.g., "all in one" 

products). Gupta et al. 2004 find for a circular market with linear transport costs and Cournot 

(quantity) competition that all firms never agglomerate at the same location. Furthermore, 

they find that various combinations of spatial agglomeration and dispersion are possible. 

The above literature focuses primarily on deriving equilibria of firm or product location. 

Existing research suggests that equilibrium differentiation changes with changing conditions, 

and something like a general "principle or differentiation" does not seem to exist (Brenner 

2001). Most work of spatial product differentiation is limited to one dimension of 

differentiation. 75 The measurement of the degree of product differentiation, allowing 

74 In a geographical sense, transportation costs reflect the customer's effort to walk to the store (i.e., to the 
product's location). In the sense of product characteristics, transportation costs reflect the fact that the product 
does not exactly correspond to a customer's taste. The larger the distance between customer and product, the 
higher are the customer's transportation costs. 

75 This dimension usually refers to (one-dimensional) geographic differentiation. As far as differentiation along 
product characteristics is concerned, dimensionality is reduced to one by defining a product by its ratio of 
characteristics (e.g., Lancaster 1975; Lancaster 1990). 
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comparisons across time and industries, irrespective of equilibria considerations, has gained 

less attention so far. 
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3. Product differentiation in a multidimensional characteristics space 

Product differentiation can take place along any observable product attributes or other 

dimensions. Those attributes may entail characteristics of the product itself, e.g., such as the 

percentage of cocoa and milk for the market of chocolate bars, but dimensions can also 

include the positioning through promotional activity 76. The product space is determined by 

the dimensions or attributes along which consumers distinguish the products (this may also 

include perceptual dimensions of an MDS map). Every product's location in the space is, in 

turn, determined by its levels on each of the aforementioned attributes. Therefore, whenever a 

product market can be represented by an attribute or perceptual space, it is possible to apply 

address-type approaches of differentiation examining location decisions and spatial 

competition, e.g., the Hotelling-type approaches. Following Eaton and Lipsey 1975 and 

Lancaster 1975, the market space can be interpreted as a characteristic(s) space in which 

products are located according to their product characteristics. Consequently, the distribution 

of customers (customer density function) reflects the preference of customers for certain 

attribute levels or combinations thereof. Nevo 2000 has found for the ready-to-eat cereal 

industry that substitution patterns across brands are driven by product characteristics. 

Naturally, customers' preferences for attribute combinations affect essentially where firms 

locate their products. Consequently, optimal product differentiation cannot be judged without 

considering customer preferences or segmentation issues. However, this paper will not touch 

optimality questions arising in the context of product differentiation. Instead, the paper at 

hand addresses measurement aspects of product differentiation. The location of products in 

the characteristics space will be taken as given. 

The subsequent examples and the discussion of measures of product differentiation will be 

conducted on the basis of a two-dimensional, rectangular market space77 with dimensions r 

and s. An example of a possible product configuration is depicted on Figu re II-1. A 

product's location is marked by an "x" in the characteristics space. 

76 See also Nevo 2000 and Berry et al. 1995 for examples of product characteristics of the ready-to-eat cereal 
industry and the automobile industry, respectively. 

77 For simplicity, later calculations are based on a market space (area) of unit length and unit height. In the 
following, the terms market space, product space, and characteristics space will be used synonymously. 
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Figure II-1: Example of a two-dimensional characteristics space with four products 

Although a glance at the figure above offers a first insight into the extent of product 

differentiation of the corresponding market, it only allows a qualitative evaluation based on 

visual impression. In order to quantify the degree of a market's product differentiation, 

investigate its development over time or compare product differentiation across industries, 

one needs a precise, quantitative measure of product differentiation. 
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4. Measuring product differentiation - requirements 

The goal of the current paper is to find a measure of product differentiation providing a single 

number that can be interpreted as the degree of product differentiation of products in a 

multidimensional characteristics space. The measure should allow differentiation 

comparisons across industries and assess changes in differentiation over time. To decide 

whether a measure is useful for this purpose, we need verifiable criteria along which a 

measure can be evaluated. In the following, I present some requirements a measure of 

product differentiation should satisfy. 

1. The measure should adopt its minimum when products are minimally differentiated. 

This would be the case when all products are agglomerated at the same spot, while it 

is irrelevant where in the market the cluster of products occurs. 

2. The measure should increase with increasing dissimilarity (i.e., differentiation) of 

products. Put differently, the measure should decrease with increasing substitutability 

of products. 

3. The measure should be somewhat "normalized", thus enabling the comparison of 

product differentiation across industries (i. e., different characteristics spaces), and 

evaluate the development of differentiation over time. This includes that the measure 

be scale-invariant and can be calculated for market spaces of any shape and 

dimensionality. 

4. The measure should take into account the number of products marketed. That is, in a 

market with a large number of products, the products are more likely to be located 

closer to each other than in markets with a smaller number of products. Therefore, the 

total number of products in a market plays an important role for the interpretation of 

the value of product differentiation. When the number of products is large, a certain 

similarity of products is inevitable. Still, product differentiation can be high when 

those products avoid being overly close to each other and occupy many different areas 

of the characteristics space. In this case, we might assume that competition is not very 

aggressive. On the other hand, when the number of products is small, the products 

should have much room for differentiation. Yet, if those products are located rather 

close to each other, this indicates a low product differentiation and, possibly, a high 

rivalry between those products. The measure of product differentiation should enable 

comparisons across markets that differ with respect to their number of products. 

Therefore, it is necessary that the above considerations are taken into account. 
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The question whether the measure of product differentiation should have a defined maximum 

or an upper bound is not easy to answer. Moreover, it depends on boundary existence in the 

market or the characteristics space. The case of products being maximally differentiated 

implies that there is no room for further dissimilarity. In an attribute space, it is not always 

possible to define botmdaries. Therefore, I do not suggest requiring a measure of product 

differentiation to have a pre-defined maximum. 

To summarize, a valid differentiation measure (in the sense of this paper) that allows inter- 

industry and over-time comparison should be strictly monotonic in product differentiation and 

be minimal when all products are perfect substitutes. Further, it should not depend on scale, 

dimensionality, or shape of the characteristics space and take into account the number of 

products. 

Given a market setting as depicted in Figure II-1, a measure of product differentiation should 

incorporate, in some way, the spatial product-to-product distances (here: the r-s-distances 

between all products). The intuition rests on the fact that two products are more similar to 

each other when their distance is smaller and more dissimilar when their distance is larger. 

Consequently, the product differentiation measure has to be any function that is based on 

product-to-product distances in the characteristics space. 
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5. M e a s u r i n g  p r o d u c t  differentiation 

5.1 Existing and new approaches to measuring product differentiation 

To my knowledge, there is no measure of product differentiation in a spatial market context. 

Existing measures of product differentiation count the number of variants (e.g., products, 

brands) in business, geographic or customer segments although the existence of those 

segments is not required per se (Dickson and Ginter 1987). Further, counting variants leads 

to the ignorance of actual or perceived similarity in a characteristics space. Other non-spatial 

measures of product differentiation use cross-price elasticities which do not have to be 

reflective of the actual proximity of products in a market space. TM A cross-price elasticity can 

at most describe the substitutability of two products. The degree of product differentiation of 

all products in a market can only be assessed by looking at the matrix of cross-price 

elasticities (see, e.g., Berry et al. 1995), but this does not provide more insight than looking at 

an MDS map or the location of products in a characteristics space. Notably, the cross-price 

elasticities could even be used as input data to generate an MDS map. 

To develop a new measure of product differentiation, the most straightforward approach 

consists in computing a function of distances between products which increases with 

increasing product differentiation and adopts its minimum when all products are close 

substitutes. There are several possibilities of measuring distances between products. A well- 

known family of distance measures is the Minkowski distance metric comprising the 

Euclidean metric (2 nd order) and the City Block metric (1 st order) as special cases. The 

Minkowski distance (MD) is specified by the following family of functions: 

---  ~ I r AID I xik x y k 
k = l  

with 

xik : value o f  dimension k for product i 

K :number o f  dimensions 

r is a constant, r -  1 leads to the City Block distance metric while for r -  2 the metric 

equals the Euclidean distance metric. 

The Euclidean and the City Block metric have been the two most preeminent spatial models 

in psychology and marketing (see Glazer and Nakamoto 1991). In the following, I discuss a 

few functions based on the aforementioned distances. 

7s For example, consumers may buy orange juice instead of Pepsi cola when the Coca Cola company raises the 
price of Coca cola. 
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5.2 S u m  o f  E u c l i d e a n  d i s tances  

As a start, the sum of Euclidean distances was tested for its ability to validly measure product 

differentiation in a multidimensional market space. The sum of  Euclidean distances (SED) is 

a function of distances of the following form: 

N N 

SED : E E  ~/( r / -  rj) 2 + ( s , -  sj) 2 
i=1 j= l  

j>i  

The results indicate that SED does not increase with increasing dissimilarity of  products. 

That is, for an exemplary number of five products, the configuration with the maximum SED 

is not characterized by a large product differentiation (see Figure II-2 and Figure II-3). 

Moreover, SED's maximum for five products is met in a market where two products are 

located at the same spot in one of  the comers of  the characteristics space, while the other three 

products are located in the remaining comers (see Figure II-3). This does not correspond to 

our intuition of  product differentiation which implies that with increasing differentiation, 

products are more diversified and less similar to each other. 

Figure II-2: Market with five products-  highly differentiated 79 

It It 

X It 

SED(exl) = 1.000 + 1.000 + 1.414 + 0.707 + 1.414 + 1.000 + 0.707 + 1.000 + 0.707 + 0.707 = 9.657. 

79 All calculations are based on the fact that the market space has unit lenght and unit height. For a better 
illustration, products located at the comers of the market space are supposed to be located at 0 or l along the 
dimensions r and s. 
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Figure 11-3: M a r k e t  wi th  five p r o d u c t s  - less different iated s~ 

X X X  

X X 

S E D ( e x 2 )  = 1.000 + 1.000 + 1.414 + 1.414 + 1.414 + 1.000 + 1.000 + 1.000 + 1.000 + 0 = 10.243. 

As discussed above, SED does not satisfy the requirements of  a measure of  product 

differentiation. SED does not correspond to the common intuition of  product differentiation 

which implies that the degree of product differentiation is higher when products are less 

substitutable or more dissimilar, respectively. 

5.3 Sum of City Block distances 

The sum of City Block distance (SCD) was also tested for its ability to measure product 

differentiation in a multidimensional market space. For the exemplary two-dimensional 

market space, the function is defined by the following formula: 

N N 

S C D  : ~ ~ (I ri - rj I + l s ,  - sj  ) 
t=l j : l  

j> i  

For the exemplary market with five products (see Figure II-2 and Figure II-3), the SCD value 

of  the first (highly differentiated) market equals the SCD value of the second (less 

differentiated) market. That is, the SCD value of the market in Figure II-2 is 

S C D ( e x l )  = 1 + 1 + 2 + 1 + 2 + 1 + 1 + 1 + 1 + 1 = 12 which equals the SCD value for the market in 

Figure II-3: 

S C D ( e x 2 )  = 1 + 1 + 2 + 2 + 2 + 1 + 1 + 1 + 1 + 0 = 12. 

The above example indicates that SCD is unable to differentiate between markets with more 

and less differentiated products. 

80 For a better illustration, the two x's located close to each other are not put on top of each other although they 
are supposed to have exactly the same coordinates on the r-s-market space. 
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Further, SCD was computed for two exemplary markets with six products (see Figure II-4 and 

Figure II-5). For the case of six products, the product configuration producing a maximum 

value of SCD is depicted in Figure II-5. Although the market in Figure II-4 clearly exhibits a 

higher degree of product differentiation, its SCD is smaller than the SCD computed for the 

market in Figure II-5. 

Figure !!-4: Market with six products - highly differentiated 

X X 

X X 

SCD(ex3) = 1 + 1 + 2 + 1.4+0.6+ 2 + 1 + 1 + 1 + 1 + 1 + 1 +0 .6+ 1.4+0.8 = 16.8 

Figure II-5: Market with six products - less differentiated 

X X X  

X X  X 
s 

SCD(ex4)= 1 + 1 + 2 + 2 + 0 +  2 + 1 + 1+ 1 + 1 + 1 + 1 + 0 +  2 + 2 = 18 

To summarize, the sum of City Block distances is not appropriate as a measure of product 

differentiation because it does not differentiate between markets with more and less 

differentiated products. As the six-products example shows, SCD does not increase with 

increasing dissimilarity of products. 
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5.4 A measure of diversity and its transformation into a measure of  product 

differentiation 

5.4.1 Weitzman's  measure of diversity 

Weitzman 1992 introduces a cluster-based measure of spatial diversity. The idea behind this 

measure is to draw a maximum likelihood tree (Nguyen et al. 2004) or a rooted directed tree sl 

(Weitzrnan 1992) linking all points in the space (or products in the market). The diversity 

function equals the sum of branch lengths of the tree. The data needed to calculate the 

measure is the pairwise spatial distances between products in the market space, e.g., in form 

of a distance matrix (for an example see Nguyen et al. 2004). Weitzman's diversity function, 

denoted by V(S) ,  is inductively defined on a set S of N products. Hence, V(S) is 

computed recursively, starting from the two points with the closest distance (nearest 

neighbors): 

V(S) = max{V(S I i) + d(i, S I i)} 
i~S 

with 

V ( i ) -  d o Vi 

d(i, Q) = min{d(i, j)}. 
jr 

do can be any constant, usually one normalizes do by setting it equal to zero. d(i, S I i) 

denotes the minimum distance between i and S. It is derived by computing the distance s2 

between i and the element in S that is closest to i. 

Weitzman provides a fundamental representation theorem guiding through the computation 

process. The diversity measure is computed recursively, taking the following steps (for more 

details see Weitzman 1992, p. 384ff.): 

1. include all products in S 

2. seek for the products in S with the smallest distances d(i, j) 

3. exclude the product i from S for which V ( S l i ) > V ( S I j )  or d( i ,S l{ i , j } )> 

d( j ,  S l{i,j}) holds, i can be termed a "link species" linking the "representative 

species" j to the remaining points/products in S.  

s~ A tree is a graph with no cycles. A directed tree is a digraph whose underlying graph is a tree and which has 
no loops and no pairs of vertices joined in both directions. In a rooted directed tree every point has exactly 
one root which it is connected to. See also http://www.math.utk.edu/-rdavis/Math504/Lecture08.doc. 

82 It is not clear which distance should be used here. However, it is common practice to use the Euclidean 
distance. 
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4. define S = S / i  

5. go to 1. until [S[=I  

6. V(S) is the sum of all d(i, j) from all iterations. 

The calculation process can be programmed e.g., using Visual Basic (VBA) (I provide the 

code in the appendix) or FORTRAN (Garcia et al. 2005). However, computation time can 

become extensive when many products are involved since computation time grows 

exponentially with the number of products (Garcia et al. 2005). 

The mathematical properties of V(S) include the monotonicity property, the link property, 

and the twin property. Monotonicity implies that the adding an element to a set will increase 

the set's diversity by at least the distance between the new element and the element within the 

se t that isc loses t to thenewelement :  V ( Q u j ) > V ( Q ) + d ( j , Q ) ,  VQ, v j~ tQ.  

The link property requires that for all S, with IS[ > 2, there exists at least one 83 element j e S 

that satisfies V(S) >_ d(j ,  S I j )  + V(S I j). 

The twin property entails that adding an element k outside a set S to S does not affect the set's 

diversity if k is identical to an element j belonging to S. That is, if d(j,k)=O and 

d(j, i) = d(k, i) for all i in S, then V(S u k) = V(S). 

Weitzman's diversity measure adopts its minimum when all products are clustered at a single 

spot in the market space. In this case, all distances between products are zero which results in 

r'(S) =0 .  

For the market in Figure II-2, the measure adopts a value of 

V(S, exl) =0.707 + 1.000 + 1.000 + 1.414 = 4.121. 

For the market in Figure II-3, the measure arrives at the following result: 

V(S, ex2) = 0 + 1.000 + 1.000 + 1.414 = 3.414. 

Hence, Weitzman's measure seems to overcome the shortcomings of the aforementioned 

measures SED and SCD. 

However, Weitzman's measure suffers from a disadvantage caused by the mathematical twin 

property (see above). The twin property leads to the following result: 

g3 This statement hold for allj in S in the case ofultrametric distances (Weitzman 1992). 
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Figure 11-6: Market  with six products  - no clusters 

V(S, ex5) =0.224+0.412 +0.539+0.943+ 1.118 = 3.236 

Figure 11-7: Market  with seven products  - clustered 

V(S, ex6) = 0 + 0.224 + 0.412 + 0.539 + 0.943 + 1.118 = 3.236 

Due to the twin property, the diversification V(S) does not change when a product that has 

the same properties (i. e., the same location in the attribute space) as an existing product is 

added. 

The two figures above (see Figure II-6 and Figure II-7) have the same value of Weitzman's 

diversity: V(S5)=V(S6)-3.236. However, the degree of product differentiation is 

obviously not the same in both figures. In the market in Figure II-7, two products located at 

the same spot are perfect substitutes. The degree of product differentiation in this market 

should therefore be lower than product differentiation in the market in Figure II-6. 

Weitzman's diversity measure does apparently not detect slight changes in product 

differentiation as has been illustrated in the two market examples above. 
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To summarize, while Weitzman's V is a very powerful measure of the diversity of products, it 

fails to validly measure the degree of product differentiation. The reason is due to the fact 

that, ceteris paribus, the number of elements (i.e., products/points) is not explicitly taken into 

account in Weitzman's measure. While the mathematical twin property may prove reasonable 

for a diversity measure this does not hold for a measure of product differentiation. Notably, 

the degree of product differentiation is not independent of the number of products. 

5.4.2 Transformation of Weitzman's measure 

To overcome this disadvantage, one could think of normalizing Weitzman's measure by 

dividing it by the number of products. Hence, the new, normalized measure might have the 

following form: 

v(s)~ = v ( s )  
N 

with N : number of  products. 

V(S) r may be interpreted as the average diversity contribution per product. It could tell us 

how much diversity on average we gain by each product. If products are very similar, we 

gain only a little diversity by the respective products. If products are highly differentiated, the 

average diversity per product will be high. The number of products is explicitly taken into 

account thus leading to different values of V(S) r when two markets have the same degree of 

diversity V(S) but a different number of products. More precisely, there could be several 

products at the same spot in one of the two markets while in the other market there are fewer 

products such that only one product occupies a certain spot. If the occupied spots are the 

same, the degree of differentiation is the same in both markets, but due to the clustering of 

products in one of the markets, the levels of product differentiation are different. That is, the 

degree of product differentiation is higher in the market with fewer products and lower in the 

market with clustered products. V(S) r would correspond to this intuition of product 

differentiation and detect the aforementioned difference. V(S) r is not scale-invariant, but 

this problem could be overcome by normalizing the characteristics space before calculating 

the measure. 
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5.5 Spatial pattern analysis 

5.5.1 Overview and origins of spatial pattern analysis 

Spatial pattern analysis originates from biology, forestry, ecology, geostatistics, botany, 

astrology, meteorology, archeology and many other research disciplines where point patterns 

are to be analyzed. Examples entail the detection of distribution patterns of trees in a forest, 

or the distribution of accidents, crimes or rare diseases on a geographical map (e.g., a country 

or a city). Hence, the raw data to conduct a spatial pattern analysis is a geographical map or a 

two- or three-dimensional study area with points marking the occurrence of certain events 

(e.g., trees, accidents, crimes, etc.). As we will see later on, the study area can have any 

number of dimensions. 

In the marketing discipline, spatial data analysis may have the potential to describe the pattern 

of products ( -  events) located in a market space ( -  map or study area). The market space can 

be determined by product attributes, perceptual dimensions (e.g., like an MDS map) or 

geographical dimensions. 

Notably, the use of spatial pattern analysis to assess the degree of product differentiation or 

product substitutability seems promising. The reason is that, in a spatial context, product 

differentiation is reflected in the appearance of specific patterns, e.g., a very low degree of 

product differentiation implies the formation of clusters, while a high differentiation will 

rather entail a regular product pattern in the market space (or characteristics space). 

Surprisingly, spatial data analysis, although widely used in a wide variety of scientific 

disciplines, has never been applied in the marketing discipline. It seems interesting to 

investigate the appropriateness of spatial data analysis as an approach to measure the 

differentiation vs. substitutability of products or brands in a market. 

5.5.2 Nearest neighbor methods 

Nearest neighbor methods constitute a popular family of methods to detect or describe spatial 

point patterns. They are frequently used in the context of spatial analysis to describe spatial 

distributions, e.g., positioning, mixture, and differentiation of forest stands (Kint et al. 2003), 

and detect point agglomerations or regular point patterns. Apart from their application in 

ecology, forestry and geography, nearest neighbor methods are a popular instrument in 

meteorology, marine science, biology, archaeology, or psychology (Sinclair 1985). 
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Nearest neighbor methods are based on distances between events s4, especially nearest 

neighbor distances. An event 's  nearest neighbor is located closest to that event. More 

precisely, event k is the nearest neighbor of  event i if  

d(i,k) = min{d(i,  j )} 
j 

with d(i, j)  :distance between event i and event j. 

The nearest neighbor distance of  event i is termed d(NN)~. 

The nearest neighbor concept does not specify which distance function should be used when 

calculating d(i , j ) .  However,  it is common practice to use the Euclidean distance function, 

which will be done as well in the subsequent calculations. 

Figure II-8 illustrates a nearest neighbor relationship: Here, A ' s  nearest neighbor is B (see 

arrow). Every event has a nearest neighbor. For example, B ' s  nearest neighbor is C and C ' s  

nearest neighbor is B, and so on. 

Figure II-8: Nearest neighbor events 

B x C  
7 x 

x 
A 

A simple example of  a nearest neighbor search is the selection of  an emergency vehicle 

closest to the scene of  an accident, s5 In classification tasks, one can use the classification of  

an unknown object 's  nearest neighbor as the most likely classification. In botany, for 

example, nearest neighbor analysis can tell the researcher whether a plant tends to attract 

other plants or whether there is a repulsion effect between plants. 

s4 For clarity, I use the term "event" and not "point" because, in spatial analysis, the term "point" is often 
referred to as any spot in the space while an event marks the occurrence of a focal object, e.g., a product, a 
tree, an accident etc. In this context, there are measures that focus on event-event distances while others 
calculate distances between randomly selected points and an event (e.g., the event that is closest to that point). 

s5 Here, the accident and the emergency vehicle mark two different types of events. 
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The average nearest neighbor distance for all events d(NN) is defined by 

1 N 
d(NN) = -~ ~" d(NN), 

i = l  

with 

d(NN)i "nearest neighbor distance of  event i 

N �9 number of  events within the study area. 

Given all nearest neighbor distances, the empirical cumulative distribution function G(h) is 

derived by the following: 

G(h) = 
# { i ld(NN),  < h} 

N 

Figure II-9: Empirical nearest neighbor distance cumulative distribution function G(h) 
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Viewing the cumulative distribution function (see Figure II-9) provides information on the 

size and distribution of nearest neighbor distances. A fast rising function indicates a rather 

clustered pattern of events, while a late sharply rising function reflects a rather regular pattern. 

The Nearest Neighbor Index (NNI),  also known as positioning index, is a "measure of 
86  nonrandomness" first described by Clark and Evans 1954 and edge-corrected by Donnelly 

1978. NNI has good power for detecting departures from spatial randomness (Sinclair 

86 The edge correction is supposed to remove this bias caused by the border of the space. This issue will be 
addressed later. 
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1985). It measures "the manner and degree to which the distribution of individuals in a 

population on a given area departs from that of a random distribution" (Clark and Evans 

1954). A "random distribution" in this sense is characterized by the fact that every spot in the 

space has the same probability of receiving an event and that the location of an event is 

independent of the location of any other events (Clark and Evans 1954). This state is also 

termed "complete spatial randomness" (csr). 

The NNI is based on the following idea: The average distance between an event and its 

nearest neighbor is compared against the expected mean distance if events were randomly 

positioned. Basically, three general spatial patterns can be distinguished: a random 

distribution s7, a uniform (or regular) distribution, and a clustered (or aggregated) pattern 

(Clark and Evans 1954). These patterns are illustrated in Figure II-10. 

Figure II-10: Event patterns: Random/csr (left), Regular/uniform (middle), clustered/aggregated (right) 
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The original NNI developed by Clark and Evans 1954 relates the observed average nearest 

neighbor distance, d ( N N ) ,  to the expected nearest neighbor distance under a random 

distribution, Exp(NN) : 

1 I ( ~ -  

Exp<NN) : - - ~  : -~ V-N 

with 

2, : density o f  area A 

A : study area 

N : number o f  events within area A. 

The nearest neighbor statistic NNI is derived by the ratio of observed and expected average 

distance (Clark and Evans 1954): 

87 A random distribution, also termed complete spatial randomness (csr), implies that events are realizations of a 
homogenous Poisson process with intensity ,~,. 
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NNI = d ( NN ) 
Exp(NN) 

with 0 <__ NNI <_ 2.1491. 

If all events are clustered at the same spot, all nearest neighbor distances will be zero, which 

results in d ( N N ) =  0. Consequently, NNI will adopt a minimum of zero. If the events are 

distributed at random, the observed average nearest neighbor distance, d ( N N ) ,  will equal 

more or less the expected average nearest neighbor distance under a random distribution, 

Exp(NN) ,  thus leading to NN1 = 1. If the pattern of events equals a regular pattern 88, 

NNI will adopt its maximum of 2.1491 (Clark and Evans 1954). 

Clark and Evans 1954 also offer a statistic that allows the statistical testing for spatial 

randomness: 

ZN u = d ( N N ) -  Exp(NN) 

x/Var[d(NN)] 
( 4 -  ~r)A A 

with Var[d(NN)] ~ ~ 0.0683 
4~rN 2 N 2 �9 

As the nearest neighbor distances are not independent 89, the asymptotic distribution of 

d(NN)  does not follow the Central Limit Theorem (see Ripley 1981, p. 153). However, the 

distribution of d(NN)  has been shown to be normal for N > 6 (Donnelly 1978). 

If the study area represents a sample from a larger area, the above NNI does not produce 

very precise results. Moreover, some events within the sampled study region are closer to the 

border of the area than to their nearest neighbor. Due to the fact that an event's nearest 

neighbor may be outside the study area, the NNI has a tendency to overestimate actual 

nearest neighbor distances. To resolve this problem, Donnelly 1978 suggested an edge 

correction. Donnelly's correction changes Exp(NN)into the following form Exp(NN)C: 

1 /--A- P P P 
Exp(NN) c . . . .  ~ q ~ -  + 0.0514 N + 0.0412 ~ Exp(NN) + 0.0514 N P + 0.0412 N3/-------- T 

with P : circumference o f  area A. 

The edge-corrected index, NNI c , is thus given by 

s8 A regular pattern is characterized by an even, hexagonal pattern in which every event is equidistant from six 
other events (Clark and Evans 1954). 

89 The limited independence of nearest neighbor distances is caused by the existence of reflexive nearest 
neighbors. However, the correlations between nearest neighbor distances have been found to be small (Ripley 
1981, p. 153). 
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NNI ~ = 
d(NN) 

Exp(NN) ~ 

An edge-correction of Var[d(NN)] is given by (Ripley 1981, p. 153): 

A P47 
Var[d(NN)] r ,~ 0.0683 ~- 5- + 0.037 N5/2= Var[d(NN)] + 0.037 ~ 

p4-d 
N5/2 �9 

5.5.3 Appropriateness of nearest neighbor methods in product differentiation 

measurement 

In the following I am going to transfer nearest neighbor analysis to the marketing discipline 

and discuss its appropriateness when it comes to measuring product differentiation. It is 

straightforward that the term "events" can be replaced by "products" or "brands", while the 

"multidimensional characteristics space" replaces the former "study area". Importantly, 

nearest neighbor methods can be applied for any number of spatial dimensions. Nearest 

neighbor distances are derived by calculating Euclidean distances, which can be computed for 

an arbitrary number of dimensions. The expected average nearest neighbor distance, 

Exp(NN),  does not put restrictions on dimensionality either, for the density of the study area 

can also be calculated in a multidimensional context. Further, nearest neighbor methods can 

be calculated for differently shaped spaces. 

When applying the NNI to the measurement of product differentiation in a multidimensional 

characteristics space, an edge-correction is not necessary because the study area (i. e., the 

market space) does not constitute a sample from a larger area. Consequently, a product 

located close to the edge of the market space cannot have a nearest neighbor outside the 

market space. 

For the market in Figure II-2, NNI arrives at the following result 

1 
-(0.707 + 0.707 + 0.707 + 0.707 + 0.707) 

NNI(exl) = 5 = 0.70____._77 = 3.16. 
1 ~ 0.224 

2 

For the market in Figure II-3, NNI is given by the following: 

1 ( 1 + 1 + 1 + 0 + 0 )  
NNI(ex2) = 5 0.6 = ~ = 2.68. 

12 ~ 0.224 
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NNI(exl) exceeds NNI(ex2), which indicates that, in this example, NNI is able to detect 

differences between a market with more differentiated products and one with less 

differentiated products. 

Figure II-11 shows the empirical cumulative distribution functions of the two exemplary 

markets in Figure II-2 (market number one, see line 1) and Figure II-3 (market number two, 

see line 2). The two functions illustrate that the number of small nearest neighbor distances is 

higher in market number two, while in market number one, all nearest neighbor distances are 

equal at 0.707. 

Figure 11-11: Nearest neighbor empirical cumulative distribution functions 
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Unfortunately, NNI cannot distinguish between different types of clustered pattems. That is, 

the market in Figure II-12 has the same NNI value as the market depicted in Figure II-13, 

although in the first, products are grouped into three differentiated clusters, while in the latter, 

all products belong to the same cluster. Product differentiation is higher in the first market 

since products are less similar, but NNI does not detect the difference. 
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Figure 11-12: Market with three product clusters 
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Figure 11-13: Market with one product cluster 
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The empirical cumulative distribution functions of both exemplary markets have the same 

shape. Since, in both cases, all nearest neighbor distances are zero, both cumulative 

distribution functions rise sharply at h = 0 and then stay flat at the level of G(h) = 1. Like the 

NNI, G(h) is unable to detect the difference between a market with several small product 

clusters and a market with one large cluster. 

Hence, NNI does not meet the requirements of a measure of product differentiation 

postulated in section IV because it does not increase with increasing dissimilarity of products. 
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Likewise, G(h) does not detect different degrees of product differentiation within clustered 

product patterns. 

NNI detects product patterns and allows the comparison of patterns across markets even if 

they differ with respect to the number of products, shape of area, or number of dimensions of 

the market space. The number of products is explicitly taken into account, since Exp(NN) is 

calculated for the observed number of products. Since NNI is scale-invariant, distances do 

not have to be normalized before the index is calculated. NNI does not provide information 

on individual patterns within the market area. E.g., two markets can have the same NNI 

indicating the same level of clustering although products are concentrated in totally different 

areas of the market. However, this does not seem to be a problem in the context of product 

differentiation measurement in marketing, since the definition of product differentiation does 

not include information on where products are located. 

Although NNI has many advantages (e.g., an easy computation and interpretation), it also 

suffers from a considerable loss of information caused by the averaging of several nearest 

neighbor distance to one single number (Cressie 1993, p. 611). Also, the fact that second, 

third and higher order nearest neighbors are not considered is arbitrary (Cressie 1993, p. 611). 

For this reason, Cressie (1993) does not generally recommend nearest neighbor statistics for 

mapped 9~ data; moreover he points out that they were originally intended for field data. 

5.5.4 Extensions of nearest neighbor analysis 

To gain a more accurate impression of the degree of product differentiation, nearest neighbor 

analysis should be extended to investigating second, third, ... and Kth nearest neighbor 

distances. The expected average kth order nearest neighbor distance is given by (Cressie 

1993, p. 61 If.): 

k(2k)! k(2k)! k = 1,2 .... 
Exp(NNk) = (2 k k! )2 ~ -" ( 2k k! )2 

Consequently, it is possible to extend the NNI to kth nearest neighbor distances. The 

numerator of the index is derived by computing the average kth nearest neighbor distance of 

all products: 

1 N 
d(XNk) = --~ ~., d(XU k )~ k = 1,2 ..... 

i=1 

90 The term mapped data describes a situation where all the location of events within an area is known. 
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Consequently, the kth order Nearest Neighbor Index, N N I  k , is obtained by 

N N I  k = d ( N N k )  k = 1,2 .. . . .  
Exp ( N N  k ) 

Extending nearest neighbor analysis to higher order nearest neighbors leads to a more 

exhausting use of available information, and thereby, to a more accurate description of the 

data. Eventually, it may complement product differentiation measurement by adding aspects 

to the existing analysis. 

To illustrate the additional descriptive power gained by higher order nearest neighbor 

analysis, I refer to the exemplary markets with three product clusters (see Figure II-12) and 

one product cluster (see Figure II-13). As we know, the first order N N I  arrives at the same 

value for both markets. The second nearest neighbors of the market with one product cluster 

(Figure II-13) all equal zero, since all six products are located at the same spot. In the market 

with three clusters, however, the second nearest neighbors of all products are greater than zero 

(Figure II-12 and Figure II-14), because only two products at a time are located at the same 

spot, while the second nearest neighbor products are always located somewhere at a distance 

from the respective first products (one second nearest neighbor distance is marked by an 

arrow in Figure II-14). 

Figure 11-14: Second order nearest neighbor distance 

This example shows that the second order Nearest Neighbor Index, NNI2,  can detect 

differences in product differentiation that have not been detected by N N I  l (i.e., the original 

first order N N I  ). 
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Another extension and refinement of nearest neighbor analysis is the K function (Ripley 1981, 

p. 158ff.; Cressie 1993). It considers nearest neighbor distances of any order. It is based 

upon the idea of counting, from a randomly selected event/product, all events within a given 

distance from that point. This leads to a measure that is more sensitive and powerful in 

distinguishing complete spatial randomness from spatially regular or clustered patterns at a 

multitude of scales (Cressie 1993, p. 579). However, it also proves more complex with 

respect to computation. The basic idea of the K function is illustrated in Figure II-15. 

Figure 11-15: Higher order nearest neighbors- the K function 

The empirical K function is given by 

1 1 N  N A N N 
K(h) = ~--N Z Z Ih(do ) = -~-f Z Z Ih(do )91 

i=l j=l,j~i i=1 j:l , jr 

with 

Ih(d~. ) = l i f  d~. < h and O otherwise 

h>O. 

Under complete spatial randomness in a two-dimensional space, we expect K(h) = rr. h 2 . 

Under regularity, K(h) tends to be less than x .  h 2, whereas under clustering K(h)tends to 

be greater than n'- h 2 (Cressie 1993, p. 616). 

91 Edge corrections of the K function are provided by e.g., Cressie 1993. 
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6. Conclusion and discussion 

This paper has presented and developed several approaches to measuring product 

differentiation in a multidimensional characteristics space. Interestingly, the marketing 

discipline does not offer valid concepts for this purpose. This paper demonstrates that a 

measure that simply averages or sums up the distances between products does not meet 

intuitive requirements of a measure of product differentiation. That is, intuitively appealing 

distance functions (i.e., functions based on Minkowski distances like the sum of Euclidean 

distances or the sum of City Block distances) do not transfer the general notion of product 

differentiation. This paper shows that these functions adopt high values when products are 

clustered in the edges of the characteristics space. 

Weitzman's measure of diversity is very accurate as to diversity measurement, but does not 

meet the necessary requirements of a measure of product differentiation. The reason is that 

Weitzman's V does not discriminate between markets with the same degree of diversity but 

different levels of product differentiation. The case of equal diversity but unequal product 

differentiation can arise when product locations are the same but the number of products 

differs, such that in one of the markets more than one product occupies the same spot (see 

Figure II-6 and Figure II-7). Therefore, it is important for a measure of product 

differentiation to account for the total number of products marketed. In the paper at hand, I 

suggest a transformation of Weitzman's measure to overcome the aforementioned 

shortcomings. The interpretation of the thus transformed measure would be something like an 

"average degree of diversification per product". It seems that this interpretation has much in 

common with the common intuition of product differentiation. However, future research will 

have to further investigate the adequacy of using the transformation of Weitzman's diversity 

measure as a measure of product differentiation in a spatial market context. 

The research area of spatial statistics seems to be an interesting and promising source of 

research for measures of spatial product differentiation in marketing. The Nearest Neighbor 

Index (NNI) presented in this paper has good power to detect spatial product patterns. The 

three patterns to be distinguished entail a regular pattern, a random pattern, and a clustered 

pattern. While a clustered pattern meets the common intuition of a low degree of product 

differentiation (all products within a cluster are similar), a regular pattern reflects our notion 

of a high degree of product differentiation (distances between products are large which 

indicates rather dissimilar products). However, a clustered pattern can have many f a c e s -  

depending on the number of clusters. Within different clustered product patterns, the degree 

of product differentiation can vary significantly. In this line of argument, the work at hand 
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reveals that the first order NNI does not sufficiently discriminate between different levels of 

product differentiation. A more accurate summary of data is obtained by including higher 

order nearest neighbor distances in the analysis. An example given in this paper illustrates 

that even using only first and second order nearest neighbor distances can already achieve a 

much better discriminatory power. Hence, nearest neighbor analysis should always start with 

investigating the first order NNI. Like this, one gains a helpful first impression regarding the 

location pattern of products in the market. For markets with equal first order NNI's, the 

second, third, and higher order NNI's should be taken into account. This enables the 

researcher to gain insights into the degree of product differentiation. Including several higher 

order nearest neighbor distances in the analysis assures that all available information is used. 

This increases descriptive power and leads to a better product differentiation measurement. 

The K function combines nearest neighbor distances of any order. 

To summarize, the measurement of product differentiation is an area that needs to be 

researched more extensively. Spatial analysis provides a number of opportunities to describe 

and summarize spatial data. The number of dimensions to be considered in this context is not 

restricted in general. This may open the opportunity to assess the degree of product 

differentiation of products in a multidimensional characteristics space. 

Additionally, a transformation of Weitzman's measure of diversity may be used to assess the 

degree of product differentiation. It constitutes a measure of "the degree of diversity 

generated by each product on average" and can be applied to any number of dimensions. 

Further research will have to investigate whether the transformed diversity measure is able to 

validly measure product differentiation. 

The above measures may be applied to a variety of spatial market representations. In the 

work at hand, I focused on a multidimensional characteristics space. However, the scope of 

applications goes much further. The measures apply to any kind of space, including the 

perceptual space given by an MDS map, a geographical space, an attribute space, or a space 

whose dimensions are determined for example by cross-price elasticities between products. 
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Appendix 

Visual Basic OrBA) code for computation of Weitzman's diversity measure 

Sub Weitzman0 

' The distance matrix has to be inserted in Cell A2 (=left upper comer of distance matrix) 

' The distance matrix has to be in form of a triangle representing the lower left half 

' of the distance matrix exclusive the diagonal. 

' The program writes the final solution of V(S) in cell B 1. 

' Also, the process provides several provisional results (see the message boxes). 

Dim Datarange As Range 

Dim Datacell As Range 

Dim n As Integer 'n denotes the number of products 

n = 6 'please insert here the number of products 

Set Datarange = ActiveSheet.Range(Cells(1, 1), Cells(n, n)) 

Dim V As Double 

V = 0  

Dim i As Integer 

Dim minvalue As Double 

Do Until minvalue = 9999 

minvalue = Application.WorksheetFunction.min(Datarange) 

If minvalue = 9999 Then 

Exit Do 

End If 

V = V + minvalue 

For Each Datacell In Datarange 'replace empty cells in Datarange by 9999 

If IsEmpty(Datacell) Then 

Datacell.Value = "9999" 

End If 

If Datacell.Value = minvalue Then 

Datacell.Select 

MsgBox "The minimum value is " & minvalue & " in cell " & Selection.Address 

Dim a As Integer 
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Dim b As Integer 

a = ActiveCell.Row 

b = ActiveCell.Column 

'MsgBox "The minimum is in row" & a 

'MsgBox "The minimum is is column" & b 

ActiveCell.Value = "9999" 

Exit For 

End If 

Next Datacell 

Dim Range2 As Range 

Set Range2 = ActiveSheet.Range(Cells(a, 1), Cells(a, a)) 

Dim Range3 As Range 

Set Range3 = ActiveSheet.Range(Cells(a, a), Cells(n, a)) 

Dim Totalrange 1 As Range 

Set Totalrange 1 = Union(Range2, Range3) 

Totalrange 1 .Select 

Dim mini As Double 

mini = WorksheetFunction.min(Totalrange 1) 

Dim Range4 As Range 

Set Range4 = ActiveSheet.Range(Cells(b, 1), Cells(b, b)) 

Dim Range5 As Range 

Set Range5 = ActiveSheet.Range(Cells(b, b), Cells(n, b)) 

Dim Totalrange2 As Range 

Set Totalrange2 = Union(Range4, Range5) 

Totalrange2.Select 

Dim min2 As Double 

min2 = WorksheetFunction.min(Totalrange2) 

'MsgBox "min l=  "& mini & "min2 = "& min2 

Ifminl  < min2 Then 

Totalrange 1 .Value - "9999" 

Else 

Totalrange2.Value = "9999" 

End If 

MsgBox "V(S) is equal to " & V 
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Loop 

Range("B 1 ").Value = V 

End Sub 
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